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Preface

This volume contains the abstracts of all the contributions presented at the International Conference in
ΣTATIΣTIKH ΦYΣIKH held in Kolympari at the Orthodox Academy of Crete, Greece, from July 14 to
18, 2008.

The oral and the poster presentations are more than 300, among them more than 80 are Invited talks.

The conference covers the following topics:

A) Foundations, theoretical aspects and mathematical formalism of statistical physics.

B) Connection with information theory and mathematical statistics.

C) Applications (classical and quantum physical systems, dynamical systems, transport theory etc).

D) Application of statistical methods beyond physics (biophysics, econophysics, social systems, networks,
traffic flow, etc).

Format of the conference:

The conference is organized in sessions dealing with general aspects and fundamental problems of statistical
physics.

A special session is organized under the auspices of the EPS-SNP (European Physical Society - Statistical
and Nonlinear Physics Division).

A further special session is devoted to the 60-th birthday of Prof. Giorgio Parisi.

Moreover 2 workshops (Socio-Econo-Physics, Networks) and 7 symposia (Fisher Information and Geometry,
Nonextensive Statistical Mechanics, Nonlinear Kinetics, Quantum Computation and Statistical Mechanics,
Statistical Physics Methods in Geosciences and Enviroment Sciences, Superstatistics, Transport in gases of
Cold atoms) cluster several talks dedicated to special topics.

The conference includes also two poster sessions devoted to general and special topics of statistical physics.

G. Kaniadakis and A.M. Scarfone
(Editors of the Abstract Booklet)
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Méhauté (Poster)

Evidence of common peculiarities of critical phe-

nomena in quantum optics and condensed matter

in case of multiquantum interaction processes.

N.A. Enaki, V. Eremeev, P.I. Bardetskii and V.I. Ciornea

(Poster)

Statistical properties of information flow in

financial time series.

C. Eom, M. Kim, O. Kwon and W.-S. Jung (Poster)

Metal-insulator transition in random superlat-

tices with long-range correlated disorder.

A. Esmailpour, P. Carpena, M. Reza Rahimi Tabar (Poster)

Glass as a time independent non-dissipative

nonequilibrium nonergodic state.

D.J. Evans and S.R. Williams (Invited Talk)

Dominant reaction pathways in high dimensional

systems.

P. Faccioli, M. Sega, F. Pederiva and H. Orland (Talk)

Quasi stationary states and out of equilibrium

phase transitions in mean field dynamics.

D. Fanelli (Invited Talk)

Hydrodynamic interactions between two swim-

ming nano-machines.

M. Farzin and A. Najafi (Poster)

First-order transition behaviour in presence of

dilution in 3D.

L.A. Fernández, A. Gordillo-Guerrero, V. Mart́ın-Mayor and J.J.

Ruiz-Lorenzo (Talk)

The entropic analysis of electoral results: the

case of European countries.

P. Ferreira and A. Diońısio (Poster)
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I. Garg and N. Deo (Talk)

Bosonic correlations in weighted networks.

D. Garlaschelli and M.I. Loffredo (Talk)

Towards a rigorous derivation of quantum kinetic

equations.

V.I. Gerasimenko (Talk)

Evolution of correlations of quantum many-

particle systems.

V.I. Gerasimenko and V.O. Shtyk (Poster)

Scaling behavior of earthquakes’ inter-events

time series.

F. Ghanbarnejad, Sh. Shadkhoo, G. Afshar, G. Reza Jafari, M.

Reza Rahimi Tabar (Poster)

On the statistics of a few body Hamiltonian

system at the edge of chaos.

A. Giansanti (Invited Talk)

The phase diagram of a bilayer Ising model.

M. Gitterman and E. Sloutskin (Talk)

The Lévy sections theorem applied to econo-

hysics.

I. Gleria, A. Figueiredo, R. Matsushita and S. da Silva (Talk)

Quantum computation of populations dynamics

of the resonant levels for atomic and nuclear

ensembles in a laser pulse: optical bi-stability

effect and nuclear quantum optics.

A.V. Glushkov, O.Yu. Khetselius, A.P. Fedchuk, E.P. Gurnitskaya

and A.V. Loboda (Talk)

Non-linear prediction statistical method in fore-

cast of atmospheric pollutants.

A.V. Glushkov, N.S. Loboda, V.N. Khokhlov, A.A. Svinarenko

and Yu.Ya. Bunyakova (Poster)

Cold-atom realizations of a generalized Kicked-

Harper model and accelerating quantum Ratchet

transport without a bichromatic optical lattice.

J. Gong (Talk)

Stochastic modeling of trading activity and

volatility in financial markets.

V. Gontis, J. Ruseckas and A. Kononovičius (Talk)

Shock waves in reactive mixtures.

M. Groppi (Invited Talk)

Statistical characterisers of transport in a com-

munication network.

N.M. Gupte and S. Mukherjee (Talk)

Could a persistent power be observed?

V.L. Gurtovoi, A.V. Nikulov and V.A.Tulin (Poster)

Instability transition and ensemble equivalence

in diffusive flow.

M. Ha (Talk)

Time evolution of long-range correlation in the

Turkish language using non-corpus parametriza-

tion.

A. Hacinhyan, G. Şahin, Ö. Aybar (Talk)

Physics of evolution.

R. Hanel, S. Thurner (Talk)

Quantum Brownian motion, entropy and the

third law of thermodynamics.

P. Hänggi, G.-L. Ingold and P. Talkner (Invited Talk)

Statistical physics of steady-state two-phase flow

in porous media.

A. Hansen (Invited Talk)

Novel percolation approaches in complex net-

works.

S. Havlin (Invited Talk)



Boundary-induced nonequilibrium phase transi-

tions into absorbing states.

H. Hinrichsen (Invited Talk)

Extending minimum curvature estimators using

spartan spatial random fields.

D.T. Hristopulos (Talk)

A complex network approach to human mobility

modeling.

P. Hui, P. Lio, J. Crowcroft and M. Musolesi (Poster)

Confirmation of the additivity principle for cur-

rent fluctuations in a model of heat conduction.

P. Hurtado and P.L. Garrido (Talk)

Quantum mean-field decoding algorithm for

error-correcting codes.

J. Inoue, Y. Saika and M. Okada (Talk)

Matrix-product states and double-shock struc-

tures in a branching-coalescing system.

F.H. Jafarpour (Talk)

Nonextensivity and the power-law distributions

for the systems with self-gravitating long-range

interactions.

Du Jiulin (Invited Talk)

On rôle of information theoretic uncertainty

relations in quantum theory.

P. Jizba and P. Harremös (Talk)

Superpositions of probability distributions.

P. Jizba and H. Kleinert (Talk)

Dynamics of finite and infinite self-gravitating

systems.

M. Joyce (Invited Talk)

On completeness of the description of an equi-

librium canonical ensemble by an s-particle

distribution function.

M.I. Kalinin (Talk)

The simplified Fermi-Ulam accelerator revisited.

A.K. Karlis, F.K. Diakonos, V. Constantoudis and P. Schmelcher

(Poster)

Energy landscapes and their relation to thermo-

dynamic phase transitions.

M. Kastner (Talk)

Modeling scaled processes by the nonlinear

stochastic differential equations.

B. Kaulakys and M. Alaburda (Talk)

Distribution of eigenvalues and scattering data

for the NLSE Zakharov-Shabat problem with

random Gaussian input.

P. Kazakopoulos and A.L. Moustakas (Talk)

Smoother quantum walks.

V. Kendon (Invited Talk)

Novel exponents control the quasi-deterministic

limit of the extinction transition.

D.A. Kessler and N.M. Shnerb (Talk)

Highly localized nonlinear excitations in crys-

talline charged-particle configurations.

P. Kevrekidis, V. Koukouloyannis, I. Kourakis and D.

Frantzeskakis (Poster)

Stationary noise sustained structures in systems

with chemical reactions.

D.O. Kharchenko and A.V. Dvornichenko (Talk)

Exact solutions for the generalized Fokker-Planck

equation modeling magnetic field diffusion in

magnetohydrodynamics including Hall current.

A.H. Khater, D.K. Callebaut, K.El. Rashidy and T.N. Abdel-

hameed (Talk)

Solutions for the generalized (2+1) dimensions

Fokker-Planck equation.

A.H. Khater, D.K. Callebaut, K.El. Rashidy and T.N. Abdel-

hameed (Poster)

Quantum stochastic computation of energy trans-

fer and effect of the rotational and V-T relaxation

on multi-photon excitation and dissociation in

molecules.

O.Yu. Khetselius, A.V. Loboda, S.V. Malinovskaya, Yu.V.

Dubrovskaya and A.A. Svinarenko (Poster)

Dynamics of multi-layers neural networks on basis

of photon echo: Effects of chaos and stochastic

resonance.

O.Yu. Khetselius, A.V. Glushkov, N.G. Serbov, A.A. Svinarenko

and V.V. Buyadzhi (Talk)

Synchronization and Laplacian spectra on

weighted random networks.

D. Kim and B. Kahng (Invited Talk)

Restricted curvature model and restrited-solid-

on-solid model with conserved noise.

J.M. Kim (Poster)

An explanation for the emergence of commonly

observed stylized facts using data from experi-

mental financial markets.

M. Kirchler and J. Huber (Talk)



Probability of large movements in multivariate

intermittent time-series.

R. Kitt, M. Säkki and J. Kalda (Talk)

Parkinson’s law revisited: Socio-physical investi-

gations on 3 essays.

P. Klimek, R. Hanel and S. Thurner (Talk)

Statistics of competing lattice instabilities and

structural transitions in complex oxides.

E. Klotins and A. Kuznetsov (Talk)

Spreading of innovations in socio-economic sys-

tems.

G. Kocsis and F. Kun (Poster)

Conductivity with cold atoms.

A.R. Kolovsky (Talk)

Correlations in complex systems.

I. Kondor (Invited Talk)

Subnetworks in genetic networks.

M. Krawczyk (Poster)

The norm game - how a norm fails.

K. Ku lakowski (Talk)

Coupling via threshold-induced switching in a

heterogeneous agent financial model.

H. Lamba (Talk)

Detecting the overlapping and hierarchical com-

munity structure of complex networks.

A. Lancichinetti, S. Fortunato and J. Kertész (Invited Talk)

Relaxation of relativistic plasmas under the effect

of wave-particle interactions.

G. Lapenta, S. Markidis and G. Kaniadakis (Invited Talk)

Two dimensional gas of Bosons or Fermions in

the context of q-deformed algebra.

A. Lavagno and P. Narayana Swamy (Poster)

Continuous electrodynamics and collective

dynamics of vortices in nanostructured supercon-

ductors.

F. Laviano, R. Gerbaldo, G. Ghigo, L. Gozzelino, G. Lopardo, B.

Minetti, and E. Mezzetti (Poster)

Analysis of packet traffic in a data network

model under normal traffic conditions & under

distributed denial-of-service attack.

A.T. Lawniczak, S. Xie, H. Wu and B. Di Stefano (Talk)

Beyond the PB equation: developments in the

field theoretic formulation of the statistical me-

chanics of a macro-ion surrounded by electrolyte

solution.

D. Lee (Poster)

Dynamics of human communication network.

D.-S. Lee and A.-L. Barabási (Talk)

Birkhoff’s theorem and Ergometer: Meeting of

two cultures.

M. Howard Lee (Invited Talk)

Entropy duality in nonextensive statistics.

M.P. Leubner (Invited Talk)

Collisionless relaxation in non-neutral plasmas

and gravitational systems.

Y. Levin, R Pakter, F.B. Rizzato and T.N. Telles (Talk)

Power-law scaling in human balance control.

J.-S. Lih, C.-Y. Liu, C.-H. Lin and I-M. Jiang (Poster)

Dynamical structure of a financial cross-

correlation matrix under attacks.

G. Lim, S. Kim, J. Kim, P. Kim , Y. Kang, S. Park, K. Kim and

D.-In Lee (Poster)

Experimental evidence of phase synchronization

between two coupled Chua circuits.

C.-H. Lin, H.-T. Jan, I-M. Jiang, M.-C. Ho and J.-S. Lih(Poster)

Wavelet-domain statistics of packet switching

networks near traffic congestion.

P. Lio, A.T. Lawniczak, S. Xie and J. Xu (Poster)

Intermittent search strategies.

C. Loverdo, O. Bénichou, M. Moreau and R. Voituriez (Talk)

Hydrodynamic cavitation: from theory towards a

new experimental approach.

U. Lucia and G. Gervino (Poster)

Magnetic hysteresis loops of Ising spin systems

with long-range interaction.

K. Malarz (Poster)

Dynamic localization and transport of a quantum

particle in an optical lattice.

P. Maniadis and G.P. Tsironis (Poster)

International Trade network, structure and

properties.

S.S. Manna (Invited Talk)



Analysis of dynamical networks by Granger

causality.

D. Marinazzo, M. Pellicoro and S. Stramaglia (Talk)

Pondering over protein-protein interactions.

E. Marras and E. Capobianco (Poster)

Designer patterns: Encoding information into

precipitation structures.

K. Martens, I. Bena, M. Droz, I. Lagzi, Z. Rácz and A. Volford

(Talk)

Bayesian updating as basis for opinion dynamics

models.

A.C.R. Martins (Talk)

Emergence of feedforward networks and en-

trainment in oscillator networks via a biological

synaptic plasticity rule.

N. Masuda and H. Kori (Invited Talk)

Jamming transitions induced by a slow vehicle in

two-lane traffic flow.

S. Masukura, T. Nagatani and K. Tanaka (Poster)

Colony formation in bacteria - Experiments and

modeling.

M. Matsushita (Invited Talk)

Bridging structure and function via network

spectral properties.

P. McGraw and M. Menzinger (Talk)

Contact line stability of ridges and drops.

S. Mechkov (Poster)

Structural properties of complex networks.

J.F.F. Mendes, S.N. Dorogovtsev, A.V. Goltsev (Invited Talk)

Role of DNA configuration in stochastic gene

control.

R. Metzler (Invited Talk)

Global positioning of central traveler destina-

tions.

J.I.L. Miguéns and J.F.F. Mendes (Talk)

Glass transition in a monoatomic simple liquid.

T. Mizuguchi, T. Koumyou and T. Odagaki (Poster)

Analysis of high-resolution product prices in an

online shopping mall.

T. Mizuno and T. Watanabe (Talk)

Predator-prey model for stock market fluctua-

tions.

M. Montero (Talk)

Lyapunov modes for nonequilibrium systems.

G. Morriss (Invited Talk)

Quanum Onsager-type equations for Bohm’s

potential.

D. Mostacci, V. Molinari and F. Pizzio (Talk)

A transport theory approach to percolation of

liquids through porous media.

D. Mostacci, V. Molinari and M. Premud (Poster)

Vector precoding for wireless multi-antenna

systems.

R. Muller, D. Gou, B. Saidel and A.L. Moustakas (Talk)

On the cooling and freezing processes.

G. Murariu and A. Dinescu (Talk)

On the analysis of the climatic factors influences.

G. Murariu and M. Praisler (Poster)

Solvable multi-species reaction-diffusion pro-

cesses with particle-dependent hopping rates.

Y. Naimi (Poster)

Weakly interacting Bose-gas in disordered envi-

ronment.

T. Nattermann and V. Pokrovsky (Talk)

Fisher’s information metric in the context of

generalised entropies.

J. Naudts (Invited Talk)

Why the persistent current observed at a non-

zero resistance is challenge to the second law of

thermodynamics.

A.V. Nikulov (Talk)

Networks of optimal synchronizability.

T. Nishikawa and A.E. Motter (Talk)

Combinatorial entropies and statistics for parti-

cles in indistinguishable states.

R.K. Niven (Talk)

Exchange bias in spin glasses and nanoparticle

systems.

P. Nordblad (Invited Talk)

Self organization of hierarchy and villages in

timid and challenging societies.

T. Odagaki, R. Fujie and T. Okubo (Invited Talk)

A closer look at linear response theory via an

exactly solvable model of classical spins in a

time-dependent rotating magnetic field.

S.K. Oh, S.-C. Yu, T. T. Tham and K. Tarigan (Poster)



Geometric aspects and the Legendre structure of

generalized entropies.

A. Ohara (Invited Talk)

Derivation of the Tsallis, Rényi and Nonextensive

Gaussian entropy from deformed multinomial

coefficients.

T. Oikonomou (Poster)

Non-extensivity parameter of self-similar statisti-

cal system.

A.I. Olemskoi, A.S. Vaylenko and I.A. Shuda (Poster)

Nonextensive/dissipative correspondence in rela-

tivistic hydrodynamics.

T. Osada and G. Wilk (Invited Talk)

Social group dynamics in networks.

G. Palla, A.-L. Barabási and T. Vicsek (Invited Talk)

Superstatistics and renewal critical events.

P. Paradisi and P. Grigolini (Talk)

Replica approach to glass transition and jammed

states of hard spheres.

G. Parisi (Invited Talk)

Scale invariance and self-averaging in disordered

systems.

G. Parisi, M. Picco and N. Sourlas (Invited Talk)

Phase space embedding method. The hydrided

ZY-4 SEM micrographs evaluation by time series

technique.

V.-P. Pǎun (Poster)

Two-dimensional diffusion model for the biopoly-

mers dynamics at nanometer scale.

V.-P. Pǎun (Talk)

Tuning the correlation decay of resistance fluctu-

ations in multi-species networks: From power-law

to exponential decay of correlations.

C. Pennetta and E. Alfinito (Invited Talk)

A model of subjective supply-demand: the maxi-

mum Boltzmann/Shannon entropy solution.

E.W. Piotrowski and J. S ladkowski (Poster)

A model of subjective supply-demand: the mini-

mum Fisher information solution.

E.W. Piotrowski, J. S ladkowski and J. Syska (Talk)

Mechanism of polarization freezing in disordered

polar dielectrics.

R. Pirc (Talk)

Maximal exponential models on Gaussian spaces.

G. Pistone (Talk)

Stochastic modeling of imatinib-treated leukemic

cell dynamics.

N. Pizzolato, D. Valenti, D. Persano Adorno, B. Spagnolo(Poster)

The manifold facets of entropic nonadditivity.

A. Plastino and C. Vignat (Invited Talk)

Brachistochrone evolution, entanglement and

quantum statistics.

A.R. Plastino (Invited Talk)

Modules recognition in complex networks by dy-

namical clustering algorithms based on different

oscillators systems.

A. Pluchino, V. Latora and A. Rapisarda (Talk)

Generalized central limit theorem behavior

and nonergodic anomalous dynamics in quasi-

stationary states of long-range interacting

systems.

A. Pluchino, G. Miritello and A. Rapisarda (Invited Talk)

Topology properties of written human language.

T.B. Progulova and B.R. Gadjiev (Talk)

Nonlinear kinetics on lattice with long-range

diffusion.

A. Provata (Talk)

Multifractal and non-extensive analysis of mag-

netic confined plasma turbulence.

M. Rajković and M. Škorić (Talk)

Simplicial complexes from networks: static and

dynamic aspects.

M. Rajković, S. Maletić and D. Vasiljević (Poster)

Systems with negative specific heat in thermal

contact: violation of the zeroth law.

A. Ramı́rez-Hernández, H. Larralde and F. Leyvraz (Poster)

Composite CDMA - A statistical mechanics

analysis.

J. Raymond and D. Saad (Talk)

Non Equilibrium thermodynamics and entropy

generation of ferrites and ferrite-polymer com-

posite materials under electromagnetic field

applied.

A.C. Razzitte, S. Boggi and W.G. Fano (Talk)

Plasmonic noise in nanometric semiconductor

layers.

L. Reggiani and J.-F. Millithaler (Invited Talk)

Thermodynamics of alternating spin chains.

G.A.P. Ribeiro and A. Klümper (Talk)



Directed abelian algebras and their applications

to stochastic models.

V. Rittenberg (Invited Talk)

Definitive answer on the occurrence of a q-

deformed statistical-mechanical structure for the

dynamics at the Feigenbaum attractor.

A. Robledo and L.G. Moyano (Invited Talk)

Distribution functions for charged particles

interacting, elastically and/or inelastically, with

medium and subjected to an electric field.

A. Rossani (Talk)

Nonextensivity at the edge of chaos of a new

universality class of one-dimensional unimodal

dissipative maps.

G. Ruiz and C. Tsallis (Poster)

Effects of quantum dot characteristics on the

electronic spin-subbands states entanglement.

R. Safaiee, N. Foroozani, M. M. Golshan (Poster)

Bayes inference to the problem of inverse-

halftoning based on statistical mechanics of the

Q-Ising model.

Y. Saika, J. Inoue, M. Okada and H. Tanaka (Talk)

A statistical mechanical study of evolution of

robustness under noisy environment.

A. Sakata, K. Hukushima and K. Kaneko (Poster)

Statistical properties of number fluctuations

observed in Internet blog keywords.

Y. Sano, K. Yamada, K. Watanabe, T. Mizuno, H. Takayasu, M.

Takayasu (Poster)

Emergence of communities in social networks.

J. Saramäki, J.M. Kumpula, J.-P. Onnela, K. Kaski and J.

Kertész (Invited Talk)

Gauss’ law of error revisited in the framework of

Sharma-Taneja-Mittal information measure.

A.M. Scarfone, H. Suyari and T. Wada (Poster)

Interacting ensemble of particles in the context

of q-deformed algebra.

A.M. Scarfone and P. Narayana Swamy (Talk)

Asymptotic solutions of a nonlinear diffusive

equation in the framework of κ-generalized sta-

tistical mechanics.

A.M. Scarfone and T. Wada (Talk)

Criticality and corresponding states in ionic

systems.

W. Schröer (Invited Talk)

Dynamical analyses of normal and anomalous

diffusion in nonlinear Fokker-Planck equations.

V. Schwämmle, E.M.F. Curado and F.D. Nobre (Talk)

Time evolution of q-Gaussians in the linear and

nonlinear diffusion equations.

V. Schwämmle, F.D. Nobre, and C. Tsallis (Talk)

Stochastic thermodynamics: Theory and experi-

ments.

U. Seifert (Invited Talk)

Dynamic frustration and persistence in spin

systems.

P. Sen (Talk)

Self-similarity of complex networks and hidden

metric spaces.

M.A. Serrano (Invited Talk)

On creation of an exact microscopic heat theory

on the basis of local distribution functions.

S.R. Sharov (Poster)

Localization length of waves in disordered media

and the red-shift of the spectral density.

A. Sheikhan, N. Abedpour, R. Sepehrinia, M.D. Niry, M. Reza

Rahimi Tabar and M. Sahimi (Poster)

Noise induced Hopf bifurcation.

I.A. Shuda, S.S. Borisov and A.I. Olemskoi (Poster)

Non-Markovian stochastic Liouville equation and

its Markovian representation. Extensions of the

continuous-time random walk approach.

A.I. Shushin (Talk)

Correlations in commodity markets.

P. Sieczka and J.A. Ho lyst (Talk)

Scaling of clusters in a one-dimensional system.

J. Sienkiewicz and J.A. Ho lyst (Talk)

An exactly solvable of p + i p wave superconduc-

tivity.

G. Sierra (Invited Talk)

Physics and banking.

S.S Smyrnaki and T. Smyrnakis (Talk)

The therapy of shock therapy.

S. Solomon (Invited Talk)

Anomalous scaling behavior in polymer thin film

growth.

S.-W. Son, M. Ha and H. Jeong (Poster)



Spontaneous symmetry breaking and criticality

during animal development: hydra axis defini-

tion.

J. Soriano and A. Ott (Invited Talk)

How scaling and market efficiency determine the

irreversible evolution of financial indices.

A.L. Stella (Invited Talk)

Generalized dimension Dq and Tsallis entropy Sq

derived from the nonlinear differential equation

dy/dx = yq.

H. Suyari (Talk)

100-years of long term dependence in the Dow

Jones index.

P.G. Szilagyi and J.A. Batten (Poster)

On efficient searching of hidden targets.

M. Tachiya (Invited Talk)

Collective charge fluctuations in single-electron

processes on nano-networks.

B. Tadić and M. Suvakov (Invited Talk)

Renormalization of random multiplicative pro-

cesses: An application to the universal statistics

of company growth.

H. Takayasu, H. Watanabe and M. Takayasu (Talk)

Basic statistical properties of random walks in

moving potential forces: the PUCK model for

market prices.

M. Takayasu, T. Mizuno, K. Watanabe and H. Takayasu (Talk)

Quantum fluctuation theorems.

P. Talkner and P. Hänggi (Invited Talk)

Trajectory decomposition for unsupervised learn-

ing neural models.

V. Tereshko (Talk)

q-Gaussian approximants mimic non-extensive-

statistical-mechanical expectation for many-body

probabilistic model with long-range correlations.

W. Thistleton (Invited Talk)

Generalized-generalized entropies and central

limit distributions.

S. Thurner and R. Hanel (Invited Talk)

Central limit behavior of one-dimensional dis-

crete dynamical systems.

U. Tirnakli (Invited Talk)

Symbolic dynamics at the threshold of chaos.

R. Tonelli and M. Lissia (Talk)

Pesin identity at the edge of chaos: Averaging on

single trajectories vs ensemble averages.

R. Tonelli, G. Mezzorani, F. Melloni and M. Lissia (Talk)

Interaction as the key to non-extensive statistical

physics.

F. Topsøe (Talk)

Classifying superstatistics.

H. Touchette (Invited Talk)

On the foundations of statistical mechanics.

Additive and nonadditive entropies, central limit

theorems, and related matters.

C. Tsallis (Invited Talk)

Inhomogeneous coupling in two-channel asym-

metric simple exclusion processes.

K. Tsekouras and A.B. Kolomeisky (Talk)

Nonlinear theory of quantum Brownian motion.

R. Tsekov (Talk)

Information geometrical study of Trp-cage folding

dynamics.

C.-Y. Tseng, C.-P. Yu and H.C. Lee (Talk)

Kinesin motor protein as an electrostatic ma-

chine.

G.P. Tsironis, A. Ciudad and J.M. Sancho (Talk)

Fractional differential equation for subrecoil laser

cooling.

V.V. Uchaikin and R.T. Sibatov (Talk)

Dynamic behaviors in directed networks: Syn-

chronization and opinion dynamics.

J. Um, S.-G. Han and B.J. Kim (Invited Talk)

Topological phases in the Kitaev honeycomb

lattice model on tours.

J. Vala, G. Kells, A.T. Bolukbasi and N. Moran (Invited Talk)

Dynamics of three interacting species in single

compartment and in spatially extended system

by moment equations

D. Valenti, L. Schimansky-Geier, B. Spagnolo (Talk)

Fracture and earthquake physics in a non exten-

sive view.

F. Vallianatos (Poster)

Thermodynamics of relativistic fluids.

P. Ván (Talk)

Seismic electric signals and natural time.

P. Varotsos, N. Sarlis, E. Skordas and M. Lazaridou(Invited Talk)



Generalized fractional Fokker-Planck equation

for anomalous diffusion: The Gaussian statistics

recovered.

F. Vazquez (Talk)

Generalized fractional Fokker-Planck equation

for anomalous diffusion: The Gaussian statistics

recovered.

A. Veksler and R. Granek (Talk)

Generating function approach to thermodynam-

ics based on time averages.

J. Velázquez and A. Robledo (Poster)

Superstatistical distributions

from maximum entropy principle.

E. Van der Straeten and C. Beck (Poster)

Tsallis statistics framework for the information

bottleneck method in unsupervised learning

applications.

R.C. Venkatesan (Poster)

Collective dynamics of interacting neural net-

works in competition.

R. Vicente, A.C.R. Martins, F. Ribeiro and N. Caticha (Talk)

First-passage times in complex scale invariant

media.

R. Voituriez, O. Bénichou, S. Condamin, V. Tejedor and J.

Klafter (Talk)

The future poverty hiding in cities.

D. Volchenkov (Invited Talk)

Generalized log-likelihood functions and Breg-

man divergences.

T. Wada (Poster)

Variational principles in physics: from regular to

irregular statistical dynamics.

Q.A. Wang (Invited Talk)

Generalized simulated annealing on complex

networks for modelling memory in psychology.

R.S. Wedemann, R. Donangelo and L.A. V. de Carvalho (Talk)

Quantum transport of atoms in optical lattices of

variable inversion symmetry.

M. Weitz (Invited Talk)

Uncertainty relations in terms of Tsallis entropy.

G. Wilk and Z. W lodarczyk (Talk)

Interplay between chaos and external noise in an

extended system: intrinsic stochastic resonant

phenomena.

H.S. Wio, J.A. Revelli and M.A. Rodriguez (Invited Talk)

PCA and wavelet PCA analyse of packet switch-

ing network traffic.

S. Xie, A.T. Lawniczak and P. Lio (Poster)

Complex duffing system driven by Gaussian

colored noise.

Y. Xu and H.Q. Zhang (Talk)

Evaluation of pedodiversity in terms of general-

ized entropy.

T. Yabuki, Y. Matsumura, and Y. Nakatani (Poster)

q-Gaussian analysis of the transient current

through Al-PMMA-Al thin films.

G. Yalçın, Y. Skarlatos and K. Gediz Akdeniz (Talk)

Analysis of chaotic dynamical system by extended

ensemble Monte Carlo.

T. Yanagita and Y. Iba (Talk)

Thermal conductivity of a classical one dimen-

sional spin-phonon system.

X. Zotos, A.V. Savin and G.P. Tsironis (Talk)

Simulations of environmental spatial data using

Ising and potts models.

M. Zukovi and D.T. Hristopulos (Talk)

Why square root? Statistical physics and voting

in European Union.

K. Zyczkowski and W. S lomczyński (Invited Talk)
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Conditional approach to superstatistics and
generalized thermodynamics.

S. Abe
Department of Physical Engineering, Mie University, Japan.

Institut Supérieur des Matériaux et Mécaniques Avancés, Le

Mans, France.

Nonequilibrium complex systems often exhibit dynamics that

can be decomposed into several different time scales. Su-

perstatistics [1] is a generalized statistical-mechanical theory,

which allows one to treat in a consistent way a stationary

state of such a complex system having temperature fluctua-

tions. This theory is indeed based on the assumption that two

time scales, fast local relaxation and slow temperature fluc-

tuations, are largely separated. It has been formulated after

some preliminary considerations [2] about nonextensive statis-

tical mechanics [3].

Here, superstatistics is reformulated by taking advantage of

the conditional quantities regarding local equilibria [4]. A kep

point is to notice that each Boltzmann-Gibbs local equilibrium

state maximizes the conditional entropy in each spatial cell set

in the system, which is small but contains an enough num-

ber of particles and has a local value of the temperature. The

temperature fluctuations are treated as the quenched disorder.

In this way, conditional generalizations of thermodynamic re-

lations are established. Then, the superstatistical correction

to Boltzmann-Gibbs thermostatistics is systematically evalu-

ated, and the ordinary thermodynamic results are recovered in

a special case when the temperature fluctuations are absent.

An important outcome of the present conditional approach is

that the distribution of the temperature fluctuations can be

derived from the maximum entropy method based on the con-

ditional entropy. The resulting distribution is found to be a

generalization of Einstein’s 1910 theory of fluctuations around

equilibrium [5]. A simple example of a classical gas is exam-

ined, and it is shown that such a model gives rise to the dis-

tribution of the temperature fluctuations that obeys a power

law.

[1] C. Beck and E.G.D. Cohen, Physica A 322, 267 (2003).

[2] G. Wilk and Z. W lodarczyk, Phys. Rev. Lett. 84, 2770

(2000); C. Beck, Phys. Rev. Lett. 87, 180601 (2001); Eu-

rophys. Lett. 57, 329 (2002); A.G. Bashkirov and A.D.

Sukhanov, J. Exp. Theor. Phys. 95, 440 (2002).

[3] C. Tsallis, J. Stat. Phys. 52, 479 (1988).

[4] S. Abe, C. Beck and E.G.D. Cohen, Phys. Rev. E 76,

031102 (2007).

[5] A. Einstein, Ann. Phys. 33, 1275 (1910).

Random-matrix theory within superstatistics.

A.Y. Abul-Magd
Faculty of Engineering, Sinai University El Arish, Egypt.

In analogy to Beck and Cohen’s superstatistics [1], we con-

nect the canonical Gaussian ensembles of the random-matrix

theory (RMT) to their superstatistical generalizations through

the fluctuation of an intensive parameter, the local density of

states [2]. On one hand, the superstatistical RMT, seen from

the present perspective, may bear interest per se because of

the additional nontrivial fluctuations introduced in a simple

model. On the other hand, it may constitute a useful sta-

tistical paradigm for the analysis of the spectral fluctuations

of systems with mixed regular-chaotic dynamics. In contrast

to other proposals for applying RMT to mixed dynamics, the

superstatistical approach yields ensemble of matrices, which

are invariant with respect to base transformation. The for-

malism has been checked by the analysis of experimental res-

onance spectra of mixed microwave billiards [3]. The spectra

for each billiard are represented as time series in which the

level order plays the role of time. Each series is shown to have

two relaxation times as required by superstatistics, which in-

volves the folding of two distribution functions. Analysis of the

time series suggests that the superstatistical parameter has an

inverse-chi-square distribution. The experimental distribution

nearest-neighbor level spacings and strength functions agree

with the corresponding predicted distributions.

[1] C. Beck and E.G.D. Cohen, Physica A 322, 267 (2003).

[2] A.Y. Abul-Magd, Phys. Rev. E 71, 066207 (2005).

[3] A.Y. Abul-Magd, B. Dietz, T. Friedrich and A. Richter,

Phys. Rev. E 77, 046202 (2008).

GF (q) sparse random matrices: Some properties
via statistical physics.

R.C. Alamino and D. Saad

Aston University, Neural Computing Research Group, UK.

The present work is concerned with two key properties of

sparse random M×N matrices with entries in GF (q), the Ga-

lois field of order q: the average dimension of their null space

and the number of matrices for a given distribution of entries.

These properties will be analysed in the thermodynamic limit

of large matrices, with N →∞ and M/N constant.

Generalising the usual transformation of x → (−1)x from

GF (2) into {±1} using the group homeomorphism between

GF (q) under addition mod q and the complex q-th roots of

unity, we map the problem into a system of interacting “spins”,

what allows the use of methods developed for disordered spin

lattices in statistical physics to obtain the required properties.

A replica symmetric approach is then used to calculate the

average dimension of the null space. Using general arguments

based on the analogy with thermodynamical quantities corre-

sponding to free energy, internal energy and Hamiltonian and

the gauge invariance of the later, we show that there is no

replica symmetry breaking in this problem. The calculations

are similar to the ones used in the study of Low-Density Parity-

Check (LDPC) error correcting codes. However, we introduce

a more general technique for taking the average over the ma-

trices which in addition to being conceptually clearer, allows

for the use of general constraints.

These new introduced techniques lead to a factorization of

the interactions for general distributions and produce saddle-

point equations that were solved numerically using a popula-

tion dynamics algorithm for different matrices distributions.

We found that the average dimension of the null space is equal

to 1−M/N in all cases studied and conjecture that this result

is always valid. Using the same techniques, we also found the

total and average number of matrices for given relevant dis-

tributions and used numerical calculations to obtain plots and

analyse the results.

Our results have practical relevance in several areas. For

LDPC codes, the ANSD result implies that randomly gener-

ated codes typically have a rate of exactly 1 −M/N , an as-

sumption generally made but which lacks rigorous derivations.

Also, as sparse matrices can represent connectivity profiles of
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graphs, the average number of matrices provide a principled

approach to determine the average number of graphs with gen-

eral connectivity distributions.

Funding by EPSRC grant EP/E049516/1 is gratefully ac-

knowledged.

[1] H. Nishimori, Statistical Physics of Spin Glasses and In-

formation Processing, (Oxford University Press, Oxford, UK,

2001).

[2] R. C. Alamino and D. J. Saad, Phys A: Math. Theor. 40,

12259 (2007).

Agent based models for economics: Stylized facts
and their self-organization.

V. Alfi, L. Pietronero and A. Zaccaria

Department of Physics, University “La Sapienza” and ISC-CNR,

Roma, Italy.

Economic and financial time series show well defined devia-

tions from the simple Random Walk. These Stylized Facts (SF)

consist mainly in the Fat Tails, Volatility Clustering and Ar-

bitrage properties (1). Agent Based Models (ABM) have been

introduced to reproduce them but it is difficult to identify the

specific origin of the SF and, in particular, why the system

self-organizes in this quasi-critical state. In the Lux-Marchesi

model (2) the strategies of the agents are categorized in two

basic classes. The fundamentalists consider the distance of the

price from a fundamental reference price defined by economic

criteria. The chartists are basically trend followers and define

their strategy on the basis of the price time series. These two

classes lead to a competition between stabilization and desta-

bilization effects which characterizes price dynamics. A basic

point is the possibility for the agents to change their strategy

from fundamentalist to chartist and vice versa depemnding on

herding and on the price properties. The model has several

parameters and, only for certain specific values, it reproduces

the stylized facts. In addition these properties depend criti-

cally on the number of agents N and are reproduced only for

an intermediate value (N=500). We introduce a new ABM

model (3) with the objective of the maximum seimplification

(and reduction) of the parameters. For example the descrip-

tion of the chartists is in terms of the effective potential model

(3) which focuses only of the strenght of the destabilization.

We analyze in detail the oscillations between the two classes of

agents and it results that a punctuated equilibrium is achieved

only fora an intermediate number of agents. In this perspec-

tive the stylized facts correspond to finite size effects and not

to asymptotic critical exponents. The specific origin of these

properties can now be traced in detail and this permit to pose

the key question of the self-organization in the quasi-critical

state. A basic point is the fact that agents can decide to en-

ter or not in the market depending on the signal they detect.

This is a crucial element for the nonstationarity of the dynam-

ics. The variation of the number of agents N (usually assumed

to be fixed) is shown to be naturally linked to the phenomenon

of self-organization.

[1] For a recent review see G. Vaglica, Ph. D. Thesis, Univer-

sity of Palermo (2008).

[2] T. Lux and M. Marchesi, Nature 397, 498 (1999).

[3] V. Alfi, L. Pietronero and A. Zaccaria, preprint (2008).

Correlations between political party size and
voter memory: A statistical analysis of opinion
poll.

C.A. Andresen1, H.F. Hansen1, A. Hansen1, G.L.
Vasconcelos2 and J.S. Andrade Jr3

1Department of Physics, Norwegian University of Science and

Technology, Trondheim, Norway.
2Laboratório de F́isica Teórica e Computacional, Departamento

de F́isica, Universidade Federal de Pernambuco, Recife, Brazil.
3Departamento de F́isica, Universidade Federal do Ceará,

Fortaleza, Ceará, Brazil.

This work describes the novel [1-3] application of standard

statistical methods from physics to political polling data in or-

der to look for correlations and memory effects. We propose

measures for quantifying these effects by using the correlation

function and scaling analysis. These methods reveal time cor-

relations and self-affine scaling properties respectively. The

methods have been applied to polling data from Norway taken

monthly over the last 30 years. The data is not strictly sta-

tistically stationary, and is also sparse compared to data sets

normally considered for statistical analysis in physics. The

choice of methods and measures are influenced by this, and a

discussion of the impact is given.

The Auto Correlation Function (ACF) analysis indicates that

there is a power-law correspondence with a positive exponent

between party size and both the integrated correlation time τ

and the time where the ACF first turns negative. This sug-

gests that the polling data for a party are auto-correlated for

a longer time for larger parties, and hence that larger parties

have a longer memory than smaller parties.

The scaling analysis is based on the Average Wavelet Coeffi-

cient (AWC) and the Detrended Fluctuation Analysis (DFA)

methods. Both the AWC and DFA results indicates a self-

affine behaviour of the polling data, and a difference in

behaviour between large and small parties. This possible

crossover is compared to the time scales found in the ACF

analysis. A discussion of the impact of polling uncertainties in

the data is also included.

The larger parties are shown to have a Hurst exponent (H)

smaller than 0.5, and therefore an anti-persistent behaviour

over all the time scales considered. For the smaller parties

there are indications in both the AWC and DFA methods of

a crossover from H < 0.5 for small time scales to H > 0.5 for

larger time scales. This may originate form a shift in behaviour

for the smaller parties from anti-persistent on small scales to

persistent on larger scales.

[1] R.N. Costa Filho, et al., Physica A 60, 1067 (1999).

[2] R.N. Costa Filho, et al., Physica A 322, 698 (2003).

[3] S. Fortunato and C. Castellano, Phys. Rev. Lett. 99,

138701 (2007).

Critical scaling in standard biased random walks.

C. Anteneodo and W.A.M. Morgado
Departamento de Fisica, PUC-Rio, Brasil.

Random walk theory has allowed to deal with a diversity of

problems in a number of areas of physics, as well as in many

other theoretical and applied fields.

In any phenomenon where random walks are relevant, a fun-

damental quantity is the number of distinct sites visited, since



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 3

it furnishes the extent of the active territory. Indeed, it is cru-

cial in processes ranging from reaction kinetics to population

dynamics, and also in technical applications such as in search

strategies. The vast literature on coverage mainly deals with

two dimensions, although there are also many works about the

standard symmetric onedimensional random walk. Meanwhile,

as far as we know, little or no attention has been paid to the

asymmetric onedimensional case, despite of its importance in

biased or anisotropic processes such as electrophoresis, poly-

mer translocation through pores, and Brownian ratchets. How-

ever, as we will show, the asymmetric onedimensional problem

presents its own peculiar features and nontrivial scaling prop-

erties.

In this work, we scrutinize the spatial coverage produced by a

single discrete-time random walk, with an asymmetric jump

probability p 6= 1/2 and nonuniform steps (different step

lengths, l+ and l−, occur in opposite directions), moving on

an infinite one-dimensional lattice. Mutually prime l+, l−

are considered. Analytical calculations are complemented with

Monte Carlo simulations.

We will show that, for appropriate step sizes, the model dis-

plays a critical phenomenon, at p = pc. In fact, the two

anisotropic ingredients play competing roles and a nontrivial

changeover between different coverage regimes, dependent on

p, may take place. The scaling properties as well as the main

features of the fragmented coverage occurring in the vicinity

of the critical point will be exhibited. In particular, in the

limit p→ pc, the distribution of fragment lengths is scale-free,

with nontrivial exponents. Moreover, a box counting proce-

dure allows to reveal that the spatial distribution of cracks

(unvisited sites) defines a fractal set over the spanned interval.

Thus, from the perspective of the covered territory, a very rich

critical phenomenology is revealed in a simple onedimensional

standard model.

[1] C. Anteneodo and W.A.M. Morgado, Phys. Rev. Lett. 99,

180602 (2007).

Electric power grids as complex networks.

S. Arianos1, E. Bompard1, A. Carbone2, F. Xue1

1Department of Electrical Engineering, Politecnico di Torino,

Italy.
2Department of Physics, Politecnico di Torino, Italy.

Complex networks have been one of the most actively stud-

ied branches of statistical physics in recent years, due both to

their theoretical-mathematical interest and to their wide range

of applications (in physics, engineering, biology, sociology, etc.)

[1].

Electric power systems are interconnected networks whose

smooth functioning is crucial to modern society. A power sys-

tem is a continent wide physical system composed by hundreds

or thousands of nodes and lines, characterized by time-varying

power flows. Not always a detailed analytical model, especially

under dynamic conditions, can be feasible or computationally

possible.

In this context it is quite natural to try to apply general con-

cepts and ideas developed in complex networks also to electri-

cal power grids and some application have already been pub-

lished [2]. However, power systems are characterized by some

features, very specific of this context, that cannot be found in

other telecommunication or information networks. Therefore

some of the traditional complex networks concepts need to be

updated or adapted in order to be suited to power systems.

Some of the main specific features of power systems are the

following:

• transmission line flow limits;

• power flows obeying physical laws;

• need for a feasible operative profile in terms of voltage
and line flow limits;

• timely power production and supply.

In this talk we give an overview of some main concepts and

relevant quantities in complex networks, such as average path

length, clustering coefficient, degree distribution, betweenness,

efficiency and discuss their meaning in the framework of power

systems. We show, with reference to some examples, how

the traditional approach for studying complex networks can

be adapted and usefully applied to power systems providing

meaningful indications.

[1] R. Albert, A.L. Barabasi, Rev. Mod. Phys. 74 47, (2002).

[2] R. Kinney, P. Cruciti, R. Albert, V. Latora, Eur. Phys. J.

B 46 101, (2005).

Molecular motors interacting with their own
tracks.

M.N. Artyomov1, A.Yu. Morozov2 and A.B. Kolomeisky2

1Department of Chemistry, Massachusetts Institute of Technology,

Cambridge, U.S.A.
2Department of Chemistry, Rice University, Houston, U.S.A.

Dynamics of molecular motors that move along linear lattices

and interact with them via reversible destruction of specific

lattice bonds is investigated theoretically by analyzing exactly

solvable discrete-state “burnt-bridge” models [1,2,3]. Molec-

ular motors are viewed as diffusing particles that can asym-

metrically break or rebuild periodically distributed weak links

when passing over them. Our explicit calculations of dynamic

properties show that coupling the transport of the unbiased

molecular motor with the bridge-burning mechanism leads to

a directed motion that lowers fluctuations and produces a dy-

namic transition in the limit of low concentration of weak links.

Interaction between the backward biased molecular motor and

the bridge-burning mechanism yields a complex dynamic be-

havior. For the reversible dissociation the backward motion

of the molecular motor is slowed down. There is a change in

the direction of the molecular motor’s motion for large con-

centration of bridges. The molecular motor also experiences

non-monotonic fluctuations due to the action of two opposing

mechanisms: the reduced activity after the burned sites and

locking of large fluctuations. Large spatial fluctuations are ob-

served when two mechanisms are comparable. The properties

of the molecular motor are different for the irreversible burning

of bridges where the velocity and fluctuations are suppressed

for some concentration range, and the dynamic transition is

also observed. Dynamics of the system is discussed in terms

of the effective driving forces and transitions between different

diffusional regimes.

[1] A.Y. Morozov, E. Pronina, A.B. Kolomeisky and M.N.

Artyomov, Phys. Rev. E 75, 031910 (2007).

[2] M.N. Artyomov, A.Y. Morozov, E. Pronina and A.B.

Kolomeisky, J. Stat. Mech. P08002 (2007).

[3] A.Y. Morozov and A.B. Kolomeisky, J. Stat. Mech. P12008

(2007).
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Non-self averaging of a two-person game only
with positive spillover: A new formulation of
Avatamsaka dilemma process.

Y. Aruka1 and E. Akiyama2

Faculty of Commerce, Chuo University, Tokyo, Japan.
2Institute of Policy and Planning Sciences, University of Tsukuba,

Japan.

We have the Avatamsaka game Aruka [1] as a two-person

game only with positive spillovers. In this game, selfishness

would not be determined even if the agent selfishly adopted

the strategy of defection. Individual selfishness could only be

realized if the other agent cooperated. Any same-sized gain can

be generated by either defection or cooperation. The sanction

by defection as a reaction of the rival agent never then implies

the selfishness of the rival. This game can be classified into a

dependent game (Akiyama and Aruka [3]).

Aruka [2] gave an idea to formulate an Avatamsaka game pro-

cess in terms of Polya urn process. If we regarded an evolution

of gain-ratio of each agent as a nonlinear function, the dynam-

ics of gain addition could eventually give a limiting expected

value. Here, agents shall then initially be motivated by the be-

haviors of the other agents, and in the event, agentsf behavior

could be independent from the others.

Now we introduce different spillovers, i.e., indifferent pay-off

matrices. Each agent may then be faced with a different pay-

off matrix. A ball in the urn is interpreted with reference to an

agent’s gain ratio, while a box a pay-off type. We apply Ewensf

sampling formula to our urn process under this environment.

In this case, we will have a similar result as in the classical

case, because we have the averaging on variances of gain-ratios.

We then apply Pitmanfs sampling formula to our urn process.

Here the invariance of the random partition vectors under the

properties of exchangeability and size-biased permutation does

not hold in general. Incidentally, Pitmanfs sampling formula

depends on the two parameter Poisson-Dirichlet distribution

whose special case is just Ewens formula. In Ewens setting, it

matters only one probability α on a new entry, on one hand.

On the other hand, we can refer to an additional probability

θ on an unknown type entry will be argued in the Pitman for-

mula.

More concretely, we will investigate the effects of differing pay-

off sizes of playing a series of different games coming out newly.

As Aoki and Yoshikawa [4] dealt with a product innovation

and a process innovation, they criticized Lucasf representative

method that Microsoft and small grocery store on the street

face micro shocks drawn from the same unchanged probabil-

ity distribution. In the light of Aoki and Yoshikawa [4], we

may show the same argument in our Avatamsaka game with

different pay-offs.

[1] Y. Aruka, Avatamsaka Game Structure and Experiment on

the Web, in Y. Aruka (Ed), Evolutionary controversies in Eco-

nomics, (Srpinger, Tokyo, 2001), p. 115.

[2] Y. Aruka, Avatamsaka Game Experiment as a Nonlinear

Polya Urn Process, in T. Terano, A. Namatame et.al., New

Frontiers on Artificial Intelligence, (Springer, Berlin, 2002), p.

153.

[3] E. Akiyama and Y. Aruka, Evolution of Reciprocal Cooper-

ation in the Avatamsaka Game, in A. Namatame, T. Kaizoji

and Y. Aruka (Eds.), The Complex Networks of Economic In-

teraction, (Springer Heidelberg, 2006), pp. 307.

[4] M. Aoki and H. Yoshikawa, Non-Self-Averaging in

Macroeconomic Models: A Criticism of Modern Micro-

founded Macroeconomics, Economics Discussion Papers

(www.economics-ejournal.org) (2007)-49 November 26.

Nonlinear time series analysis of the current
through PEG-Si thin films under varying relative
humidity.

K. Atak1, Ö. Aybar1,2, A. Hacınlıyan2, Y. Skarlatos1 and
G. Şahin2

1Boğaziçi University, İstanbul, Turkey.
2Yeditepe University, İstanbul, Turkey.

Polyethylene Glycol is known to have an irregular current

characteristic under constant voltage and slowly varying rela-

tive humidity. In this study the current through a thin film

of Gamma-isocyanatopropyltriethoxysilane added Polyethy-

lene glycol (PEG-Si) as a function of increasing relative hu-

midity at equal time steps is analyzed for chaoticity. PEG-Si

thin films were prepared either by dip coating, or by dropping

the polymer on the glass substrate. Aluminum electrodes were

coated in coplanar structure on the polymer by vacuum evap-

oration. The relative humidity was increased and the current

was measured at uniform time intervals. Time series analysis

and detrended fluctuation analysis thus became feasible. In

previous studies it has been suggested that, after reaching a

certain relative humidity level, a phase transition occurs from a

semi crystalline state to a gel state. Fluctuations in the elastic

force relaxations and in the number of Hydrogen bonds cause

the irregularities observed in the time varying current.

We suggest that the irregular behavior of current through

PEG-Si thin films as a function of increasing relative humidity

could best be analyzed for chaoticity using both above men-

tioned methods where the relative humidity is kept as a slowly

varying parameter and the data is split into 1% relative hu-

midity bins. The delay times were investigated using the aver-

age mutual information and the embedding vectors were con-

structed using embedding dimension values from the method of

false nearest neighbors. The presence of more then one regime

was suggested by the calculation of the maximal Lyapunov

exponents. Furthermore, the maximal Lyapunov exponent in

each of the regimes was positive, thus confirming the presence

of low dimensional chaos. The regime change signalled by the

changing values of the maximal Lyapunov exponent occurred

around a relative humidity of 70%. This is consistent with

the phase transition from semi crystalline state to gel state.

The behavior of the system was also analyzed using detrended

fluctuation analysis to confirm the presence of at least two dif-

ferent regimes. Results of this analysis are consistent with the

behavior of the maximal Lyapunov exponent in the time series

analysis.

Kinetic effects on the transport properties of
nanostructured devices investigated by determin-
istic solutions of the Boltzmann-Poisson system.

C. Auer, P. Lichtenberger and F. Schürrer

Institute of Theoretical and Computational Physics, Graz

University of Technology, Graz, Austria.

In highly integrated semiconductor devices, the scale length

of individual components is comparable with the distance be-

tween successive scattering events of the carriers. An accu-
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rate description of the charge transport in such regimes re-

quires the treatment on a kinetic level. Sophisticated kinetic

transport models are based on semiconductor Boltzmann equa-

tions (BE) coupled with the Poisson equation determining the

phase-space distribution of electrons and the electric field in

a self-consistent way. The high-field electron transport in po-

lar semiconductors, such as gallium arsenide or indium phos-

phide, as well as in graphene is essentially influenced by the

non-equilibrium behavior of optical phonons [1,2]. Therefore,

we consider a transport model consisting of a coupled set of

Boltzmann equations for electrons and optical phonons to take

into account the hot-phonon effects dynamically. To solve this

set of kinetic equations, we developed efficient deterministic so-

lution methods. The methods are based on a full discretization

of the phase space. Conservative finite-difference schemes with

shock-capturing reconstructions of the numerical fluxes are ap-

plied to approximate the distribution functions accurately even

at the junctions of sharp doping profiles [3]. Hence, the devel-

oped numerical techniques allow us to perform detailed studies

of the transport properties of submicron semiconductor devices

in far-from-equilibrium situations. The deterministic approach

offers the possibility to directly obtain the distribution func-

tions without statistical noise at computational effort compa-

rable with that of Monte Carlo methods [4]. We present kinetic

effects on the electron transport in a silicon npn-structure,

which are studied by comparing the solution of the Boltzmann

equation with corresponding maximum entropy distributions.

An indium phosphide diode is considered to investigate the

impact of non-equilibrium polar optical phonons on the elec-

tron transport. Further, we demonstrate the applicability of

the developed scheme on graphene by fully accounting for the

special properties of this novel material. The main distinc-

tion to common semiconductor materials lies in the reduced

dimensionality, the zero-energy-gap, and the constant velocity

dispersion relation, often referred to as Dirac-cone. We present

how these characteristics, together with the influence of optical

phonons, affects the electronic transport in graphene.

[1] Ch. Auer, F. Schürrer and W. Koller, A semi-continuous

formulation of the Bloch-Boltzmann-Peierls equations, SIAM

J. Appl. Math. 64, 1457 (2004).

[2] M. Galler and F. Schürrer, A deterministic solution method

for the coupled system of transport equations for the electrons

and phonons in polar semiconductors, J. Phys. A: Math. Gen.

34, 1479 (2004).

[3] J.A. Carrillo, I.M. Gamba, A. Majorana and C-W. Shu, A

WENO-solver for the transients of Boltzmann-Poisson system

for semiconductor devices: performance and comparisons with

Monte Carlo Methods, J. Comp. Phys. 184, 498 (2003).

[4] C. Jacoboni and P. Lugli, The Monte Carlo Method for

Semiconductor Device Simulation, (Springer, Wien, 1989).

Noise-induced phenomena in transient dynamics
of short and long Josephson junctions.

G. Augello1, D. Valenti1, A.L. Pankratov2 and B.

Spagnolo1

1Dipartimento di Fisica e Tecnologie Relative and CNISM-INFM,

Unità di Palermo, Group of Interdisciplinary Physicsy, Italy.
2Institute of Physics of Microstructure of RAS, GSP-105, Nizhny

Novgorod, Russia.

The investigation of nonlinear properties of Josephson junc-

tions (JJs) is very important due to their broad applications

in logic devices. Currently, all Josephson junctions are man-

ufactured with the use of optical and electronic lithography,

and they can always be considered as distributed. Moreover

great interest recently has attracted, from theoretical and ex-

perimentally point of view, the investigation of the influence

of thermal fluctuations in macroscopic quantum phenomena

of short and long Josephson junctions. Particularly the role of

the noise on the life time of the superconductive state has been

subject of many investigations. In fact for some devices, as the

rapid single flux quantum devices (RSFQ), based on Josephson

junctions, minimization of the switching time is required for

better performance. In the frame of the resistive McCumber-

Stewart model we analyze the transient dynamics of short and

long overdamped Josephson junctions, in the presence both of

a periodic driving force and a Gaussian autocorrelated noise.

We use the archetypal source for colored noise, i. e. an ex-

ponentially correlated Ornstein-Uhlenbeck process. We focus

our study on the behavior of the mean switching time (MST),

and its standard deviation, from superconductive to resistive

regime as a function of the colored noise parameters, i.e. noise

intensity σ and correlation time τc. The resonant activation

(RA) and the noise enhanced stability (NES) phenomena have

been investigated with different noise parameters and bias cur-

rent. In a short Josephson junction we find that fluctuations

may both decrease and increase the mean switching time and

that the positions both of the minimum of RA and the maxi-

mum of NES depend on the value of the noise correlation time

τc. Moreover in the frequency range where RA is observed, the

mean switching time exhibits a non-monotonic behavior as a

function of τc. In order to take into account the spatial effects,

we consider the phase values depending also on the space and,

therefore, the stochastic dynamics of a long Josephson junc-

tion is investigated, in the frame of the sine-Gordon model.

The influence of the length of the JJ on the mean switching

time and on the above-mentioned noise induced phenomena

(RA and NES), in the presence of colored noise, is analyzed.

The influence of different bias currents on the MST is also in-

vestigated. Our results are discussed and compared with those

obtained in the presence of white noise.
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Statistical dynamics of religion evolutions.

M. Ausloos
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Wealth, language, age, sex, ... religion can be considered as

degrees of freedom of any agent on the human genre network.

In fact, religiosity is one of the most important sociological

aspects of human populations. Like languages and wealth, re-

ligions evolve and adapt to the society developments.

Several questions can be raised and have been considered from

statistical physics points of view

(i) from a macroscopic one: How many religions exist at a
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given time?

(ii) from a microscopic one : How many adherents belong to

one religion?

(iii) and does the number of adherents increase or not, and

how?

(iv) and why ???

Quantitative answers and mathematical laws are found or

guessed about religious adherence; agent based models can

be imagined to describe such non-equilibrium processes. It

is found [1,2] that empirical laws can be deduced and related

to preferential attachment processes, like on an evolving net-

work; different algorithmic models reproduce well the data. A

Lotka-Volterra growth-death equation is shown to be a plau-

sible one for the growing evolution dynamics in a continuous

time framework. The case of decaying religions is a little bit

more complicated. Sometimes the data is also very unreli-

able. The importance of a so called “external field influence”

is stressed in several cases. This indicates a more “complete”

cluster-like expansion, and the greater interest/possibility of a

Hamiltonian or Langevinian description in the case of religions

than in language studies.

If time permits preliminary results about the competition be-

tween two “religious networks” (creationism and darwinism)

will be described and commented upon.
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Study of the β → β′ transformation for a general-
ized hydrogen atom in Tsallis statistics.
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In this article the β → β′ transformation method proposed

in Tsallis statistics is applied and studied for a hydrogen atom

in different space dimensions (the generalized hydrogen atom

[1]) in contact with a heat reservoir. For the difficulties with

Boltzman-Gibbs (BG) statistics in describing systems with the

long range interactions [2], the Tsallis statistics has been ap-

plied to study the specific heat of a hydrogen atom in contact

with a heat reservoir using the un-normalized q expectation

value formalism [3]. In our recent paper [4], we extended the

method presented by Tsallis et al [3] on the behavior of the

specific heat of a hydrogen atom in contact with a heat reser-

voir in different space dimensions (D). In the next study on

the β → β′ transformation method proposed by Tsallis et al

[6], we showed that [5] the re-normalized temperature T for

a hydrogen atom in contact with a heat reservoir, which is a

function of intermediate temperatures T ′, does not behave as

a monotonically increasing function for the accepted range of

q. Therefore the β → β′ transformation is not applicable for

3D-hydrogen atom. In this article, our previous work [5] is

extended and applied to the hydrogen atom in different space

dimensions. The results indicate that the general behavior of T

as a function of T ′, is almost independent of the space dimen-

sions. It linearly increases with slope of one, passing through

the origin for 0 < T ′ < (1− q) 16D
(D2−1)2

. Then it decreases for

(1− q) 16D
(D2−1)2

< T ′ < (1− q) 4
(D−1)2

and approaches zero as

T ′ → (1 − q) 4
(D−1)2

. The rate of approach depends on the

space dimensions and it increases as the dimension increases

especially for larger values of q ( 1
2
< q < 7

9
). There also exist

several local maxima in the decreasing range. The number of

these maxima increases as the dimension increases. The be-

havior is more pronounced for small values of q (0 < q ≤ 1
2

)

and for lower intermediate temperatures. It is easy to show

that the local maxima correspond to the anomalous behav-

ior of the specific heat [4] calculated in the un-normalized q

expectation value formalism.
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Rate equations and scaling in pulsed deposition.

A.C. Barato1, H. Hinrichsen1 and D.E. Wolf2
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We study a simplified model for pulsed deposition (PD) [1]

by rate equations. We consider several variants of these equa-

tions. First a simple set of rate equations, where the islands

are treated as point-like objects. The equations are solved

exactly in the limit of strong and temporally separate pulses

(the so-called PD limit as opposed to the MBE limit of contin-

uous deposition), reproducing some features of the model for

very small values of the coverage. Since this approximation

does not take the dimension of the islands into account it is

not possible to faithfully reproduce the crossover from MBE

to PD. This problem is overcome with a second improved set

of rate equations that takes the dimension of the islands into

account. As in the case of MBE, we show that these improved

equations lead to results which are in excellent agreement with

simulations for pulsed deposition.

As an alternative suggestion, to a previously observed loga-

rithmic scaling of the nucleation density, we propose that the

nucleation density, for a fixed value of the coverage, as a func-

tion of I follows a power law and that the exponent varies with

the coverage. This suggestion is supported by numerical sim-

ulations and leads to data collapses which are more accurate

than those obtained by using logarithmic scaling. This is a

hint that logarithmic scaling has to be replaced by a different

type of scaling theory.

We point out another new feature of the model in the PD limit,

namely, the probability distribution ps that a site belongs to a

cluster of size s is not scale invariant when considering different

values of the pulse intensity. This non-universal behavior may

lead to the conclusion that for different pulse intensities the

fractal dimension of the islands is different. However, study-

ing the one-dimensional model, where islands have no fractal

properties, the same effect is observed, indicating that this is

not the case.
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Weak ergodicity breaking.

E. Barkai
Physics Department, Bar-Ilan University, Israel.

In nature the noisy signal representing a physical observable

is in many cases unpredictable, though the long time average

of the signal is identical to the ensemble average (ergodicity).

For this reason Boltzmann-Gibbs ergodic statistical mechan-

ics is a powerful tool which gives predictions on time averages.

Certain processes characterized by power law sojourn times, in

such a way that the average waiting time in a state of the sys-

tem is infinite are known to exhibit weak ergodicity breaking.

For such scale free (in time) processes, time averages remain

random even in the limit of long measurement time. The fun-

damental question is what statistical theory replaces standard

ergodic statistical mechanics?

Recent examples of systems and models which exhibit weak

ergodicity breaking include blinking quantum dots [1], anoma-

lous diffusion of mRNA in the cell, non-linear maps which gen-

erate sub-diffusion deterministically [2], the sub-diffusive con-

tinuous time random walk model [3], and the quenched trap

model [4]. In these diverse systems the distribution of waiting

times in a micro-state of the system decays like a power law,

with a diverging average sojourn time. For example blinking

quantum dots have an on state in which many photons are

emitted and an off state where the dot is in a dark state. The

probability density function ψ(t) of on and off times follows

power law statistics with an average on and off time which is

infinite ψ(t) ∼ t−(1+α) and 0 < α < 1. Hence if we perform

a time average it can never be made for long enough time to

obtain ergodicity since the average on and off times diverge.

At the same time the quantum dot explores its phase space

of state on and off many times during the experiment, thus

naturally leading to the concept of weak ergodicity breaking

introduced by Bouchaud.

A general theory of weak ergodicity breaking [5], based on

Lévy’s generalized central limit theorem, gives the distribution

of the time averages of physical observables for these systems.

Let O be a physical observable, in a system with x = 1, · · · , L
states. When the system is in state x the physical observable

attains the value Ox. Let α describe the power law waiting

times, specifically in the well known continuous time random

walk model 〈x2〉 ∼ tα so α is the anomalous sub-diffusion ex-

ponent. The probability density function of the time average

O is

fα
(
O

)
= −

1

π
lim
ε→0

Im

∑L
x=1 P

eq
x

(
O −Ox + i ε

)α−1∑L
x=1 P

eq
x

(
O −Ox + i ε

)α ,

where P eq
x is the probability in ensemble sense to occupy state

x. Validity of this equation is discussed in the talk. For mod-

els with thermal detailed balance P eq
x is Boltzmann’s canonical

law.

Dynamical processes with zero Lyaponov exponent, exhibit-

ing Pomeau Manneville type of intermittency, are shown to

exhibit weak ergodicity breaking. A generalized q exponen-

tial Lyaponov exponent is found to describe the separation of

nearby trajectories in these models. Simple Physical mecha-

nism for ergodicity breaking of blinking quantum dots is also

presented.
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A statistical description of the human a-wave
ERG component.

R. Barraco, L. Bellomonte, M. Brai and
D. Persano Adorno
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The precise form of the response of the retinal photorecep-

tors to light has not yet been established with certainty. The

registration of the retinal response to a luminous stimulus

(electroretinogram-ERG) provides an accurate estimate of the

photoreceptoral behavior in vertebrates including the living

human eye. The ERG records a composite signal consisting

of a sequence of time-delayed potentials (i.e., early response,

a-, b-, c-wave, late potentials, etc) originated in different reti-

nal layers. The study of the a-wave of the ERG signal is

one of the main fields of research in ocular electrophysiology,

since it strictly reflects the functional integrity of the photore-

ceptors. Several models concerning the contributions of the

early photoreceptoral response are available in current litera-

ture [1,2,3,4,5], but a fully comprehensive theory is still miss-

ing. In fact, since the response it is a combination of millions

of individual photoreceptoral contributions, it is of fundamen-

tal importance to individuate possible correlations among the

centers. These correlations, if present, affect the line shape of

the overall response that is a gaussian only in the case statis-

tically independent contributions are present.

We here investigate the kinetics of the light response by adopt-

ing a statistical approach about the analysis of the a-wave

shape in healthy human subjects. The physiological behavior

at various levels of luminance has been explored by modeling

the corresponding a-waves with a set of appropriate statistical

functions, representing possible mechanisms governing the in-

teractions in the early stages of phototransduction. The results

indicate that correlations between photoreceptoral populations

are present, as a consequence of direct cell-to-cell interactions

among rods and/or cones. It turns out that the response is

a combination of a gaussian with a different function that ac-

counts for the correlations.

A further step regards the extension of this study to the anal-

ysis of ERGs recorded in human subjects affected by specific

visual pathologies involving the activation upon illumination

of only one population of photoreceptors.
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Formation and evolution of urban road patterns.

M. Barthelemy
CEA-Centre dEtudes de Bruyeres-le-Chatel, France.

More than 50% of the world population now lives in cities and

this number is bound to increase [1]. It became thus urgent

and important to understand the basic mechanisms governing

the growth of urban areas in order to help urban planners in

their task. In particular, transportation networks which con-

vey energy, matter, or individuals from one point to the other

are crucial in our large cities and their evolution needs to be

understood.

In this talk, I will focus on the road network which can be

considered as a planar network where segment of roads are the

edges and intersections represent the nodes. Using previous

empirical measures [2,3,4] I will first show that these networks

display surprising regularities across many cities in different

parts of the world [5], even in the absence of a global design.

These regularities suggest the existence of a simple mechanism

governing the growth of the urban network of roads. In this

talk I will present such a process, based on a local optimization

and which allows to reproduce most of the observed empirical

facts and in a more qualitative way explains the tendency to

have bent roads-even in the absence of geographical obstacles-

and perpendicular intersections [5]. The rationale to invoke a

local optimality principle in this context is that every new road

is built to connect a new location to the existing road network

in the most efficient (less costly) way.

This model also leads to the conclusion that the road pat-

tern results from the coupling between a local optimization

and the spatial distribution of centers (homes, offices, etc),

and suggests a modeling of the urban road network in terms

of co-evolution between land use and transportation networks.

Within this framework, we explicitely introduce the topology

of the road network and analyze how it evolves and interact

with the evolution of population density [6]. We show that

accessibility issues -pushing individuals to get closer to high

centrality nodes- lead to high density regions and the appear-

ance of densely populated centers. In particular, this model

reproduces the empirical fact that the density profile decreases

exponentially from a core district. In this simplified model, the

size of the core district depends on the relative importance of

transportation and rent costs.
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Structure in gold and silver spread fluctuations.
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The price dynamics of precious metals, generally, and gold

and silver in particular, has long been a matter of popular

concern and fascination. Recently, a number of authors have

successfully modelled the stochastic nature of precious metal

returns [1] while the new tools of econometrics have demon-

strated important insights in the long term price relationships

between bivariate combinations of precious metal prices [2].

The objective of this study is to report the dynamics of the

bivariate relationship between gold and silver prices. First,

we investigate the spread, measured as the price difference

between gold and silver trading as a futures contract, then

the presence of long-term dependence in the spread returns

(∆Pt) between gold and silver is measured using statistical

techniques based on rescaled range analysis [3] after accom-

modating short-term autocorrelated innovations in the return

process [4,5]. Collectively this filtering process usually via Au-

toregressive Moving Average Models (ARMA) models is the

basis for rescaled range analysis. Of specific interest is the

residual ψt after applying various filters (AR(1) → ARMA

(2,1)) to ∆Pt .

An ARMA(2,1) model of the form ∆Pt = α0 + β1 ∆Pt−1 +

β2 ∆Pt−2 + X1 λψt−1 + ψt provides the best fit to the data

with β1 = 0.4802 (p = 0.06), β2 = 0.1109 (p = 0.000) and

X1 = 0.5780 (p = 0.024). For each ψt the classical rescaled

adjusted range (R/σ)n is calculated where Xt is the sample

mean and σn is the standard deviation of ψt over a partic-

ular series n and hn (termed the local Hurst coefficient) =

log(r/σ)n/ logn. In this study n is set to either 22 days or 66

days, which is equivalent to a standard one and three month

period. This procedure in effect creates a time-series of ex-

ponent values, the change in whose value can be measured

over time. The local Hurst exponent reveals episodes of both

positive and negative dependence, though the positive depen-

dent relationship appears to be dominant. This last finding is

of importance for spread traders and portfolio managers since

trading strategies based upon mean reversion in the spread

offers limited profit opportunities
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Superstatistics: An overview on theoretical
approaches and recent applications.

C. Beck
School of Mathematical Sciences, Queen Mary, University of

London, UK.

A review of the superstatistics concept is given. Many com-

plex driven nonequilibrium systems are effectively described by

a superposition of several statistics on different time scales, in

short a “superstatistics” [1-5]. A simple example is a Brown-

ian particle moving in a spatially inhomogeneous medium with

temperature fluctuations on a large scale, but the concept is

much more general. Superstatistical systems typically have

marginal distributions that exhibit fat tails, for example power

law tails or stretched exponentials. Tsallis statistics is obtained

for special cases. In most appliactions one finds three relevant

universaliy classes: Lognormal superstatistics, chi-square su-

perstatistics and inverse chi-square superstatistics. In recent

years superstatistical techniques have been applied to a variety

of complex systems, for example turbulence (Lagrangian, Eu-

lerian, environmental), hydroclimatic fluctuations, pattern for-

mation, mathematical finance, traffic delay statistics, random

matrix theory, networks, systems described by path integrals,

as well as medical and biological applications. In this talk I

will concentrate on some recent applications for Lagrangian

turbulence [1] as well as on a new application in medicine: a

superstatistical model of metastasis and cancer survival [5].
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A stochastic approach to quantum statistics
distributions: Theoretical derivation and Monte
Carlo modelling.

L. Bellomonte, I. Guastella and R.M. Sperandeo-Mineo
Dipartimento di Fisica e Tecnologie Relative, Università di

Palermo, Italy.

This contribution describes a method devoted to the statis-

tical evaluation of the thermal equilibrium distribution of an

ideal gas consisting of interacting/non interacting classical and

quantum particles (or quasi particles) in thermal contact with

a heat bath (canonical ensemble). The method is alternative

to standard procedures since it makes use of a strategy based

on the stochastic evolution of the microstates constituting the

system. It allows the formulation of microscopic models of

the systems of interest, compatible with their macroscopic be-

havior. Equilibrium is reached via a convergent Markov chain.

The condition of detailed balance yields the appropriate distri-

bution function for each particle species. A theoretical deriva-

tion of Bose-Einstein and Fermi-Dirac distributions constitutes

a good starting point for the development of a variant of the

Monte Carlo Metropolis algorithm, it takes into account the

indistinguishability of identical quantum particles. The results

of the simulations concern the evaluation, without the approx-

imations typical of current statistical methods, of the principal

distribution laws and thermodynamic properties of two- and

three-dimensional systems, they reproduce the theoretical be-

havior of systems of particles characterized by different micro-

scopic properties and, hence subjected to different statistical

properties. They apply to situations of low degeneracy as well

to those of in which the system is highly degenerate. In the

first case, the results yield small differences between the three

distribution functions since the average occupation number is

much smaller than one, only in the limit case ε/kB T → 0 small

differences appear. The bosons, in particular tend to occupy

states of lower energy, whereas the fermions do not. In the sec-

ond case (high degeneracy), appreciable differences among the

three distributions are evident. The classical distribution is

little affected, the quantum distributions, on the other hand,

suffer drastic changes: bosons evidence an appreciable ten-

dency to condense into states of lower energy (Bose-Einstein

condensation), fermions tend to occupy all energy states below

the Fermi level.
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Fluctuation-dissipation dispersion relation for
systems with slowly varying parameters.

V.V. Belyi

Department of Theoretical Physics, IZMIRAN, Russian Academy

of Sciences Troitsk, Moscow region, Russia.

Fluctuations play an important role in the constitution of

dissipative structures [1], in the sensitivity of the devices; find

applications in diagnostic procedures. In thermodynamic equi-

librium, the fluctuations are determined by the system tem-

perature and the dissipation [2]. The matter becomes more

delicate even in the local-equilibrium case. In the general case

parameters of the systems can be change in both time and

space. Inhomogeneities in space and time of these quantities

will certainly also contribute to the fluctuations. In the con-

text of plasma physics, using the Langevin approach and the

time-space multiscale technique, it has been shown that the

amplitude and the width of the spectral lines of the electro-

static field fluctuations and the electron form factor are de-

termined not only by the imaginary (dissipative) part of the

dielectric susceptibility but also by the derivatives of its real

(dispersive) part [3]. As a result of the inhomogeneity, these

properties become asymmetric with respect to the inversion

of the sign of the frequency. In the kinetic regime, the form

factor is more sensitive to space gradients than the spectral

function of the electrostatic field fluctuations. This asymmetry

of lines can be used as a diagnostic tool to measure local gra-

dients in the plasma. The fluctuation-dissipation relation has

been generalized to the non-equilibrium systems with slowly

varying parameters [4]. The important conclusion of this anal-

ysis is to reveal that the spectral function of the fluctuations

is determined not only by dissipation but also by the deriva-
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tives of the dispersion. The non-Joule dispersion contribution

is characterized by a new non-local effect originating from an

additional phase shift between the force and the response of

the system. That phase shift results from the parametric con-

trol to the system. The example of an electrical oscillation

circuit shows the dispersive contributions strongly affect the

quality factor. These results are applicable to other systems

and are important for the understanding of various behaviors

observed in different field of physics, communication, chem-

istry, biophysics and econo-physics.

[1] P. Glansdorff and I. Prigogine, Thermodynamic Theory

of Structure, Stability and Fluctuations, (Wiley, New York,

1971).

[2] H.B. Callen and T.A. Welton, Phys. Rev. 83, 34 (1951).

[3] V.V. Belyi, Phys. Rev. Lett. 88, 255001 (2002).

[4] V.V. Belyi, Phys. Rev. E 69, 017104 (2004).

Long-range interactions: An econometric ap-
proach based on stock market indexes.

S. Bentes1 and R. Menezes2

1Department of Finance, ISCAL, Lisbon, Portugal.
2Department of Quantitative Methods, IBS-ISCTE, Lisbon,

Portugal.

It is widely recognized that long-range interactions can be

understood in a variety of ways. Hurst [1], when studying the

flow of the river Nile was the first author to detect and model

the presence of the so-called long memory phenomenon which

can be viewed has an example of this kind of interactions.

Interestingly, after his seminal work, many other researchers

found the same pattern in other domains of science such as

biology, physics, economy or even finance, just to cite a few.

One question that arises when analyzing this phenomenon is

the adequacy of tests developed to detect this property. Ac-

tually, empirical evidence has shown that many of them rely

precisely on the estimation of the Hurst exponent, for which

several techniques are known. One of the most popularized

in literature is the rescaled range statistics (R/S henceforth)

that, however, has shown some drawbacks since it lacks robust-

ness in the presence of short memory and heteroscedasticity,

as [2], inter alia, pointed out. Regarding this, it became obvi-

ous among investigators, the need for alternative approaches.

So, other methods started to emerge. One of them, that con-

stitute the main focus of this study, consists in studying this

same property by looking on the characteristics of the time

series. In this regard, it is usual to distinguish between two

criteria: the time domain or the frequency domain. In the

time domain, long memory manifests itself as hyperbolically

decaying autocorrelation functions. On the other hand, in the

frequency domain, we get the same information in a form of a

spectrum which has the advantage of showing all information

within the interval [0, π].

In this paper we go a little further and present an approach

based on econometric formulations derived from the original

ARCH - Autoregressive Conditionally Heteroscedastic Model

such as the GARCH - Generalized ARCH, IGARCH - Inte-

grated GARCH and FIGARCH - Fractionally IGARCH mod-

els, inter alia, in order to detect the presence of short/long

memory in four stock indexes: PSI 20 (Portugal), STOXX 50

(EU), SP 500 (USA) and NASDAQ 100 (USA). The empirical

evidence so obtained shows the presence of long memory in all

indexes, exception made for the PSI 20 index which evidences

short memory. Overall, we may say that our purpose with this

study was two-fold: i) investigate the presence of long-range

interactions in finance and ii) discuss alternative methods to

detect it based on econometric models.

[1] H.E. Hurst, Long-term storage capacity of reservoires,

Transactions of the American Society of Civil Engineers 116,

770 (1951).

[2] B.B. Mandelbrot, Statistical methodology for non periodic
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Stock market volatility: an approach based on
Tsallis entropy.

S. Bentes1, R. Menezes2 and D. Mendes2
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2Department of Quantitative Methods, IBS-ISCTE, Lisbon,

Portugal.

One of the major issues actually studied in finance that had al-

ways intrigued, both scholars and practitioners, and to which

there weren’t yet discovered a unified theory, is the reasons

why price moves over time and the underlying volatility inher-

ent to those movements, which actually seems to affect mar-

kets as a whole. Since there are several well known traditional

techniques in literature to measure stock market volatility, a

central point in this debate that constitutes the actual scope of

this paper, is to put together this common approach in which

we discuss popular techniques like the variance and/or stan-

dard deviation, from which depart all the Autoregressive Con-

ditionally Heteroscedastic Models - ARCH type models, and

an innovative methodology called the Econophysics approach

which applies concepts of physics to explain economic/financial

phenomena. This new branch of knowledge has some defen-

dants (e.g. [1]), and emerged when some regularities between

such areas were found in a consistent way. In our particular

study, we use the concept of Tsallis entropy, ST to capture the

nature of volatility. To shed some light in this discussion we

shall clarify that the concept of entropy was originally intro-

duced in 1865 by Clausius in the context of thermodynamics

and, since then, several formulations have been constructed.

Although the debate generated over its meaning, it is gener-

ally understood as measure of disorder, uncertainty, ignorance,

dispersion or even lack of information. More precisely, what we

want to know in our study is if Tsallis entropy is able to detect

volatility in stock market indexes and to compare its values

with the ones obtained from the variance and/or standard de-

viation analysis. Also, we shall refer that one of the advantages

of this new methodology when compared with the traditional

one is its ability to capture nonlinear dynamics, which does

not happen with the common variance and/or standard devi-

ation of the traditional approach. This is especially relevant

as it has been widely recognized by several authors ([2], inter

alia) that economic and financial relationships are typically

nonlinear. For our purpose, we shall basically focus on the

behaviour of stock market indexes and considered the FTSE

100 (UK), SP 500 (USA), CAC 40 (France), MIB 30 (Italy),

Nikkei 225 (Japan), IBEX 35 (Spain) and PSI 20 (Portugal)

for a comparative analysis between the approaches mentioned

above.
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The nonequilibrium Ehrenfest gas: A chaotic
model with flat obstacles?

C. Bianca and L. Rondoni

Dipartimento di Matematica and CNISM, Politecnico di Torino,

Italy.

The tools of statistical mechanics and billiards theory are es-

sential to study transport phenomena in models of physical

systems at or away from equilibrium [1,2].

Dispersing Sinai billiards are chaotic systems with singularity

[3], but is unknown whether billiards at non-equilibrium with

focusing and/or flat obstacles are chaotic and the current an-

alytical techniques seem not suitable to answer this question

since they uses the fact that obstacles are dispersing [4]. The

Ehrenfest gas with electric field and Gaussian isokinetic ther-

mostat is a model where the obstacles are rhombi, hence flat,

[5]. The presence of flat boundaries and the external field may

suggest that nearby trajectories are always focused, so that

the overall dynamics should be not chaotic. However, it is not

obvious that this is the case for all values of the electric field.

Numerical investigations, starting with random initial condi-

tions and considering the electric field in different ranges, show

that the asymptotic behaviour of the system is either chaotic,

periodic or quasi periodic orbit. In the latter case, after a

large number of collisions, we observe a striking decrease of the

largest Lyapunov exponent towards negative values, as time

grows. The exponent looks to have converged for a large num-

ber of collisions, but after a longer time it starts to decrease.

This suggests the presence of a small stable region that is sit-

uated around the vertex of the rhombi. A periodic orbit of

period four was oserved, which is embedded in the chaotic at-

tractor and has one positive Lyapunov exponent, strongly sug-

gesting the presence of chaos. Furthermore, we show how the

attractor changes by increasing the magnitude of electric field

or by changing the parameters of the geometry. The chaotic re-

gions and the stable regions interchange each other with strong

discontinuities and it is necessary to hone the range of the pa-

rameters to smaller and smaller cipher.

This unexpected behaviour has an impact on the global trans-

port properties, whose study is of both theoretical and nan-

otechnological interest.
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Equilibration of relativistic matter with non-
extensive composition rules.

T.S. Biro and G. Purcsel
KFKI Res. Inst. Part. Nucl. Phys., Budapest, Hungary.

The non-extensive approach to thermodynamics has been de-

bated by Nauenberg based on the treatment of the thermal

equilibration process. The main objection was that while in

the classical thermodynamics the equilibration of the temper-

ature is unique, in the two (or more) parameter approach it is

not straightforward how and whether both parameters would

equilibrate and whether this process would be unique. If this

were so, then one may not consider power-law spectra of par-

ticles as ones stemming from a statistically stationary state.

We address this controversy in the framework of a particular

simulation of collisions between relativistic (in fact massless)

particles: Our approach is, however, not based on using a non-

extensive entropy formula. Instead we consider non-extensive

energy composition rules as a basic dynamical ingredient to

our model.

Since due to a mathematical theorem the function equations

describing a general, associative but not necessarily additive

composition rule, can always be mapped to the addition (this

is the so called formal logarithm of the composition group), an

additive quasi-energy, X(E), arises in terms of which the sta-

tionary distribution is exponential, f(E) ∼ exp(−X(E)/T ).

It is extremely interesting that to leading second order in the

low-energy expansion of an associative composition formula

the emerging rule is given by the Tsallisian one: h(x, y) =

x+ y+a x y. In this case one obtains X(E) = 1/a log(1 +aE)

and the stationary distribution becomes a power-law f(E) ∼
(1 + aE)−v with v = 1/a T .

We have studied lately the equilibration between two subsys-

tems of massless particles prepared with stationary power-

law tailed distributions of the one-particle kinetic energy in

the framework of a particular parton cascade model solving

numerically the Boltzmann equation with the above energy

composition rules in micro-events. We have found that even

subsystems with different non-extensivity parameters achieve

a common equilibrium. In the particular cases of the same

a = (q − 1)/T value, the two systems with an equal number

of particles thermalize to the arithmetic mean in T and q and

keep the power-law form of the distribution.

[1] T.S. Biro and G. Purcsel, Phys. Lett. A 372, 1174 (2008).
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Univariate and multivariate properties of wind
velocity time series.

S. Bivona, G. Bonanno, R. Burlon, D. Gurrera and
C. Leone
Dipartimento di Fisica e Tecnologie Relative, Universitá degli

Studi di Palermo and CNISM, Italy.

It is well known that wind can help the the ecosystem to re-

absorbs pollutants and can be used for energy generation also.

The statistical approach to wind study has a long story [1]

but its definitive modeling is still a challenge. As atmospheric

wind is a highly non-stationarity process, simple models fails

to catch some of its statistical properties. For instance, the
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scaling of the probability density function (PDF) of wind ve-

locity differences diverge from that of isotropic turbulence [2,3].

Moreover the wind velocity recorded in a particular station is

correlated in space and time with the wind velocity recorded

in neighboring stations, therefore a multivariate analysis can

be used to extract relevant statistical information.

Among the different existing wind models some of them take

into account different regimes of mean and/or variance to ex-

plain the presence of extreme values in wind differences PDF

[2,3]. Moreover seasonality and autocorrelation of wind veloc-

ity as well as spatial correlations require appropriate statistical

treatments [1].

In this work we present results concerning the study of the

individual as a well as the collective dynamics in the wind

velocity time series. The analysis has been carried out using

wind velocity time series recorded in 29 different recording sta-

tion of the SIAS [4] located in Sicily. The velocities have been

recorded during the 4-year period 2003-2006.

The results concerning the individual dynamics are aimed to

illustrate the statistical properties of wind velocity differences.

Specifically, we compare PDF and calm time intervals with

those obtained from models showing the extent to which such

models are applicable.

The collective dynamics investigation has been performed by

associating a metric distance dij =
√

2(1− ρij), based on the

cross-correlation ρij of the wind velocity time series, to each

couple of stations. Using this distance it is possible to obtain a

dendrogram and a network - Minimum Spanning Tree (MST)

- that are able to reveal the taxonomy of correlations in the

analyzed time series reproducing the geographic distribution

of the stations of observation. Moreover, the MST provides

informations not available in the dendrogram such as the con-

nections and lagged correlations.
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Navigability of complex networks.

M. Boguñá
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Networks are ubiquitous in all domains of science and technol-

ogy, and permeate many aspects of daily human life, especially

upon the rise of the information technology society. Our grow-

ing dependence on them has inspired a burst of activity in the

new field of network science, keeping researchers motivated to

solve the difficult challenges that networks offer. Among these,

the relation between network structure and function is perhaps

the most important and fundamental. Transport is one of the

most common functions of networked systems. Examples can

be found in many domains: transport of energy in metabolic

networks, of mass in food webs, of people in transportation

systems, of information in cell signaling processes, or of bytes

across the Internet.

In many of these examples, routing or signaling of informa-

tion propagation paths through a complex network maze plays

a determinant role in the transport properties of the system.

The observed efficiency of this routing process in real networks

poses an intriguing question: how is this efficiency achieved?

When each element of the system has a full view of the global

network topology, finding efficient routes to target destinations

is a well-understood computational process. However, in many

networks observed in nature, including those in society and

biology (signaling pathways, neural networks, etc.), nodes effi-

ciently find intended communication targets even though they

do not possess any global view of the system. For example,

neural networks would not function so well if they could not

route specific signals to appropriate organs or muscles in the

body, although no neuron has a full view of global inter-neuron

connectivity in the brain.

In this work, we identify a general mechanism that explains

routing conductivity, or navigability of real networks based on

the concept of similarity between nodes [1]. Specifically, in-

trinsic characteristics of nodes define a measure of similarity

between them, which we abstract as a hidden distance. Taken

together, hidden distances define a hidden metric space for a

given network. Our recent work shows that these spaces ex-

plain the observed structural peculiarities of several real net-

works, in particular social and technological ones [2]. Here

we show that this underlying metric structure can be used

to guide the routing process, leading to efficient communica-

tion without global information in arbitrarily large networks.

Our analysis reveals that, remarkably, real networks satisfy the

topological conditions that maximize their navigability within

this framework. Therefore, hidden metric spaces offer expla-

nations of two open problems in complex networks science: the

communication efficiency networks so often exhibit, and their

unique structural characteristics. Our results have enormous

consequences for network science and engineering, opening the

possibility, for example, to design efficient routing and search-

ing strategies for the Internet and other technological or social

networks.

[1] M. Boguñá, D. Krioukov and K.C. Claffy, Navigability of

Complex Networks; arXiv:0709.0303[physics.soc-ph].
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Assessment of structural vulnerability of power
grids by network performance based on complex
networks.

E. Bompard and F. Xue

Department of Electrical Engineering, Politecnico di Torino, Italy.

Complex networks (CN) have received considerable attention

recently since the investigation of small-world and the char-

acterization of scale-free have been discovered in many real

networks. Power grids have been widely acknowledged as a

typical type of CN. Many works have applied concepts and

measurements of CN to analyze the structural vulnerabilities

or the mechanism of cascading failure in power grids. However,

the theory of CN has developed most from the generic physical

perspective which focuses on the common features of all inter-

ested networks including internet, WWW, social network, and

transportation networks etc. Therefore, the initial research

works on CN developed many common concepts and measure-

ments which are supposed to be efficient to any kind of com-

plex networks. Whereas, the common features of CN mostly
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refer to their non-trivial topological characteristics which do

not occur in simple networks. In contrast, the functions and

objectives of different networks would be totally different and

take many specific characteristics that can not be dealt with

by general methodologies. When the theory of CN is gradu-

ally applied to some fields involving the specific functions and

objectives of networks, such as the protection of networked in-

frastructures, it is unavoidable to adapt the common concepts

and measurements according to the considered scenarios.

Specially, when we focus on power grids, we would find that

their basic functions and final objectives are very different from

many other well-known complex networks which are often the

references in traditional research. The basic function of power

grids is to satisfy the power supply required by load nodes

efficiently and flexibly. Different kinds of vertices, such as gen-

eration buses, transmission buses and distribution buses, have

different positions and influences to the achievements of the

objectives of the networks. The general assumption about the

shortest path as the distance between two nodes is no mean-

ingful for power grids where all paths between them should be

involved in energy transmission. Furthermore, most of works

on CN are based on unweighted and undirected graphs where

the obvious physical constraints in power system operation can

not be effectively taken into account. The load in cascading

failure model of general theory of CN has been defined equally

to betweenness. This is far from the real physical loads in

power grids and the related capacities of components can not

be taken into account.

In this paper, based on reconsidering several well-known as-

sumptions of general theory of CN with reference to the specific

features and objectives of power grids, several impact factors

which are crucial for research of power grids in CN will be

proposed. Furthermore, the specific concept of global network

performance of power grids will be defined based on global net-

work efficiency proposed in general theory of CN by adapting

to these impact factors. Power Transmission Distribution Fac-

tors (PTDF) and impedance will be resorted to redefine the

distance between two nodes in power grids. The conception

of load will be defined as the real physical energy transmit-

ted in the networks. Then the capacities of transmission lines

will be taken into account to evaluate the network ability to

achieve its essential function from statistical perspective. It

will be applied to security analysis of power systems in con-

trast to results from former common methods of CN to prove

its effectiveness.

Generalized diffusion: A microscopic approach.

J.P. Boon

Physics Department, Université de Bruxelles, Belgium.

The random walk is a classical paradigm for the microscopic

mechanism underlying diffusive processes as demonstrated by

Einstein in one of his famous 1905 papers. There are many

systems observed in nature where it seems logical to use the

language of diffusion, but where non-classical (non-Gaussian)

distributions are observed. Now Einstein’s master equation

for the random walk can be generalized when the probabil-

ity Pj(r) that the particle at position r at time t performs a

displacement of j lattice sites, is a functional of the particle

distribution function f(r, t). One then obtains a generalized

diffusion equation (GDE) which can admit of q-exponential

solutions.

An important result is that exact self-similar solutions of the

GDE (without drift) are only possible if the jump probabilities

scale as power laws, and thereby gives an answer to the ques-

tion : what underlying dynamics can give rise to the observed

q-Gaussian statistics.

The GDE bears some resemblance with the porous media equa-

tion (PME) but contains new terms (absent in the PME).

An interesting question is whether these new terms play any

role, or whether they could be neglected giving a result close

to the porous media equation with drift. Numerical solution

of these equations compared to microscopic simulation results

show that the full GDE is necessary to provide a correct de-

scription of the system for all values of q.

In the presence of either drift (non-symmetric jump probabil-

ities) or an external field, the generalized diffusion equation

is more complex than the equivalent extension of the porous

media equation, and no simple scaling solution is evident. In

the case of an external field but no drift, a scaling solution is

possible, but only with a trivial external field. This suggests

that exact scaling is only possible in the GDE in the case of no

field and no drift. It leaves open the possibility of approximate

scaling in the long-time limit or of more complex assumptions

for the dependence of the jump-probabilities which might give

completely different scaling properties.

[1] J.P. Boon and J.F. Lutsko, Europhys. Lett. 80, 60006
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Mean first passage times for stochastic models of
eco-hydrological systems.
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Level crossing properties and mean first passage times

(MFPT, i.e. the times at which a stochastic process first

reaches a critical value) in systems driven by external noise

have been frequently utilized to characterize stochastic dy-

namics in different fields, including chemistry, physics, and

statistics [4]. MFTP can also have useful applications to the

study of environmental parameters, like soil moisture and wa-

ter stress. For example, their analysis is important to investi-

gate the linkage between climate, soil, and vegetation through

soil moisture dynamics. In fact, plants begin to suffer water

stress when soil moisture is below a threshold value [3]. The

mean first passage time of this threshold has been shown to

be an important indicator of plant conditions (water stress),

but the study of MFPT through numerical analysis can be

computationally demanding. Recent studies have determined

relatively simple analytical expressions for MFPT of process

driven by uncorrelated noise, i.e. white shot noise and gaus-

sian white noise (e.g., [1]), while more complicated expressions

are needed when dealing with processes forced by correlated

noise, such as the dichotomous Markov noise [2]. Moreover,

earlier studies have also shown that ecosystem dynamics can

be well-described through a dichotomic Markov process, i.e.,

as an alternation between two different states, corresponding

to stressed and unstressed conditions for vegetation: in each

state the dynamics are described by a different equation, and

the long term behavior of the system can be investigated using
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the framework of the dichotomous Markov process. Here this

framework is adopted to analyze the water stress dynamics in

dryland ecosystems. In particular, we use analytical MFPT ex-

pressions to investigate the role of climate, soil, and vegetation

(i.e., rainfall occurrences, soil porosity) in arid and semi-arid

ecosystems.
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Out of equilibrium phase transitions of two
dimensional flows and other systems with long
range interactions.

F. Bouchet

CNRS, Nice, France.

I) Random switches between large scale flows with different

topologies.

We study the two dimensional Navier Stokes equation with

stochastic forces (SNS Eq.). This is an example of out of

equilibrium system, without detailed balance. The most

striking physical result is the existence of out of equilibrium

phase transitions : one observes random bifurcations from one

topology of large scale flow (dipoles) to another (unidirectional

flows) (similarly to a bistable system).

After the theoretical study of a bifurcation diagram for

the microcanonical statistical equilibria of the 2D Euler

equation, we have conjectured the existence of these out of

equilibrium phase transitions. Similar considerations leads to

the predictions of out of equilibrium phase transitions in a

large class of other geometries, and also for geostrophic, large

rotation or 2D magnetic flows.

The system roughly behaves as a bistable one. However

this analogy is extremely limited. Indeed, in our case no

potential landscape exists, that would explain the phenomena.

Moreover the turbulent nature of the flow (infinite number

of degrees of freedom) makes the phenomena much richer

than in the classical two well problem. Analogies with the

Earth magnetic field reversal, and with similar phenomena in

experiment of two dimensional and geophysical flows will be

discussed.

II) Stochastic Landau damping.

From a theoretical point of view, the 2D Navier Stokes equa-

tion with stochastic forces belongs to the class of out of equi-

librium systems with long range interactions. It shares for

instance deep analogies with out of equilibrium plasma. We

consider the kinetic theory for such systems.

At leading order, fluctuations around equilibria are described

by the linearization close to statistical equilibria, of the SNS

Eq. or of the Vlasov equation with stochastic forces.

We thus study theoretically these linearized equations. In the

limit of zero dissipation, as expected no stationary distribu-

tion exist for the Gaussian vorticity field. By contrast, the

Gaussian stream function or velocity fields strikingly converge

toward a stationary Gaussian process. The velocity field thus

acts similarly to a dissipative system, when dissipation is no

more present. An explanation of this seemingly anomalous be-

havior and its relation to the deterministic Landau damping

of plasma physics and Orr mechanism for 2D vortices will be

given.
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[2] F. Bouchet, Simpler Variational Problem for Statistical

Equilibria of the 2D Euler Equation and Other Systems with

Long Range Interactions, Physica D (PHYSD-D-08-00108).

[3] F. Bouchet, J. Barre and A. Venaille, Equilibrium and out

of equilibrium phase transitions in systems with long range

interactions and in 2D flows, in Dynamics And Thermody-

namics Of Systems With Long Range Interactions: Theory

and Experiments, AIP Conf. Proc. 970, 117 (2008).

[4] F. Bouchet and E. Simonnet, Out of equilibrium phase tran-

sition in the 2D stochastic Navier Stokes equation, submitted

to Phys. Rev. Lett.; arXiv:0804.2231[nlin.CD].

[5] A. Venaille and F. Bouchet, Ensemble inequivalence, bicrit-

ical points and azeotropy for generalized Fofonoff flows, sub-

mitted to Phys. Rev. Lett.; arXiv:0710.5606[cond-mat.stat-

mech].

Quantization methods and quantum simulations
of random walks and of Lie walks.

A.J. Bracken1, D. Ellinas2,3, I. Smyrnakis2 and
I. Tsohantjis2

1The University of Queensland, Department of Mathematics,

Brisbane, Australia.
2Technical University of Crete, Department of Sciences, Division

of Mathematics, Chania, Crete, Greece.
3Athens University of Economics and Business, Department of

Informatics, Athens, Greece.

Rules for quantizing the walker+coin parts of a classical ran-

dom walk are provided by treating them as interacting quan-

tum systems, forming a quantum statistical model of a particle

(walker) immersed in a bath of other particles (coins). Quan-

tum walks following the so called U- and ε- quantization rules

are presented. The former rule involves unitary transforma-

tion of the quantum coin system, while the latter one involves

a completely positive trace preserving map. This last map acts

on the quantum coin system, and is motivated and justified by

the fact that it allows to consider coin systems as quantum sys-

tems interacting with external agents. Asymptotic statistics of

walker’s position exhibiting enhanced diffusion rates, as com-

pared to classical ones, are analytically treated. The setting

of these walks is further shown to provide the framework for

implementing the mechanism of quantum simulation among

quantum systems. Lie group theoretical extensions of these

walks are provided. The case of U(n) valued coin systems,

is detailed by using techniques of the root and weight systems

from the theory of Lie group classification and representations.

The resulting polypodic quantum walks have dimensionality of

walker space determined by the rank of the group, and walker

“footprint size” (polipodicity), determined by the dimension-

ality of the irreducible representation chosen. Furthermore
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directional and boundary aspects of the accelerated diffusion

rate of the walker, are also reported, and their associations

with problems of quantum computing are also discussed.

[1] A. Bracken, D. Ellinas and I. Tsohantjis, Pseudo memory

effects, majorization and entropy in quantum random walks,

J. Phys. A: Gen. Math. 37, L91 (2004).

[2] D. Ellinas and I. Smyrnakis, Asympotics of a Quantum

Random Walk driven by an Optical Cavity, J. Opt. B 7, S152

(2005).

[3] D. Ellinas and I. Smyrnakis, Quantization and Asymptotic

behaviour of Vk, Quantum Random Walks on Integers, Phys-

ica A 365, 222 (2006).

[4] D. Ellinas and I. Smyrnakis, Quantum Optical Ran-

dom Walk: Quantization Rules and Quantum Simulation of

Asymptotics, Phys. Rev. A 76, 022333 (2007); and in Virtual

J. Quantum Inf. 7, issue 9 (2007).

[5] A. Bracken, D. Ellinas and I. Smyrnakis, Free Dirac Evolu-

tion as a Quantum Random Walk, Phys. Rev. A 75, 022322

(2007); and in Virtual J. Quantum Inf. 7, issue 3 (2007).

Adaptive networks in a simple model of economy.

Z. Burda1, A. Krzywicki2 and O.C. Martin2

1Jagellonian University, Krakow.
2LPT Orsay.

We introduce and analyze a simple model of interacting

agents. The agents are represented as nodes of a network and

the possible exchanges between them via links. The network is

dynamical, with links adapting to the flow of money between

the agents. The exchange of money is driven by a dynamic pro-

cess that is local on the network and depends on the wealth

of the concerned agents. The two levels of dynamics interact:

the wealth distribution influences the network topology and

the network topology shapes the circulation of wealth amongst

the agents. Connections between agents are established ac-

cording to a wealth-preferential rule and are dis-established in

a random fashion. The money flow follows the local dynamics

defined in the paper [1]: the corresponding equations com-

bine incoming and outgoing wealth flows for each node with

stochastic interactions associated with external, exogenous fac-

tors modeled via a multiplicative white noise.

Given the interactions between the network links and the

wealth of agents, the system as a whole is driven to a steady

state. The properties of this state depend on the parameters

of the model, and in particular on the ratio of traders’ activity

and the strength of the multiplicative noise. When the ratio

is small, the steady state of the model is characterized by a

very heterogeneous network with a scale-free degree distribu-

tion, and a heterogeneous distribution of wealth p(w); there

is then a scale free tail p(w) ∼ w−1−µ with exponent µ < 1.

On the contrary when the ratio is large, the network becomes

dense and the tail of the distribution becomes less fat. The

order parameter for this transition is the inverse participation

ratio for the wealth distribution. For the phase with µ < 1,

the inverse participation ratio is positive, while in the other

phase it is zero. This means that in the first phase there is

wealth-condensation and in the second wealth is rather uni-

formly distributed. We observe a strong correlation between

the density of links and the inverse participation ratio. If one

looks at the time evolution, one sees that in periods of increas-

ing link density the inverse participation ratio decreases, while

when the network becomes sparse and more heterogeneous the

wealth inverse partipation ratio increases.

[1] J.-P. Bouchaud and M. Mezard, Wealth condensation in a

simple model of economy, Physica A 282, 536 (2000).

Wetting transitions in polydisperse fluids.

M. Buzzacchi1, P. Sollich2 and N.B. Wilding1

1Department of Physics, University of Bath, U.K.
2Department of Mathematics, Kings College London, U.K.

In a polydisperse fluid, the particles are not all identical, but

instead exhibit variation with respect to some attribute such

as their size, shape or charge. As is becoming increasingly

clear, the bulk and surface phase behavior of such fluids is

considerably richer - in both variety and form - than that of

their monodisperse counterparts. The source of this richness is

traceable to ”fractionation” effects, whereby the distribution

of the polydisperse attribute differs from one coexisting phase

to another, even when the form of the overall (parent) dis-

tribution is fixed. As a consequence, the compositions of the

coexisting phases depend not only on the prevailing tempera-

ture, but also on the scale of the parent distribution, i.e. on the

overall density of the system [1]. In this talk we begin by briefly

outlining principal aspects of the phenomenology of bulk phase

coexistence in polydisperse system. We then describe an in-

vestigation of the influence of particle size polydispersity on

the wetting behaviour of a polydisperse Lennard-Jones fluid

in contact with a planar, structureless wall [2]. We propose

that the dependence of the bulk compositions of the phases on

the overall density engenders density-driven wetting transition

inside the coexistence region. A likely topology for the wet-

ting phase diagram is suggested, and tested using Monte Carlo

simulations of a model polydisperse fluid, tracing the wetting

line inside the cloud curve and identifying the relationship to

prewetting. We argue that the phenomenon of tricritical wet-

ting should be more readily observable in polydisperse fluids

than in monodisperse ones.

[1] P. Sollich J. Phys. Condens. Matter 14, R79 (2002).

[2] M. Buzzacchi, N.B. Wilding and P. Sollich, Phys. Rev.

Lett. 97, 136104 (2006).

Evolution and clustering in the World Trade Web.

G. Caldarelli

INFM-CNR Centro SMC Dipartimento di Fisica Sapienza

Università di Roma, Italy.

World Trade Web:

The results of the present work are based on the empirical

analysis of a large data set reporting the annual values of the

population size pi(t) and of the GDP per capita zi(t) of each

world country i for each year t from 1948 to 2000, together

with the annual amount of money fij(t) flowing from each

country i to each country j due to exports from j to i between

1950 and 2000. The use of a standard reference money unit

such as $1996 factors out the effects of inflation and allows a

comparison between figures corresponding to different years.

This problem can be mapped onto the so-called fitness model

[1] where it is assumed that the probability pij for a link from

i to j is a function p(xi, xj) of the values of a fitness variable x
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assigned to each vertex and drawn from a given distribution.

The importance of this model relies in the possibility to write

all the expected topological properties of the network (whose

specification requires in principle the knowledge of the N2

entries of its adjacency matrix) in terms of only N fitness

values.

Rich club coefficient:

Amongst the various quantities used to characterize the WTW

we discuss here the rich-club coefficient. This quantity indi-

cated as φ(k) is a measure of the connections between nodes

with a degree larger than a given k value. In particular, given

the number E>k of edges between the n>k vertices whose de-

gree is larger than k we define φ(k) = (2E>k)/(n>k(n>k−1)).

For this quantity a comparison with a null case is crucial

in order to determine if the properties of a real instance of

a graph are particular or characteristic of a whole class [2].

The standard approach works by selecting two edges randomly

and by exchanging them. To overcome the problems aris-

ing when the graph is dense, we explicitly transforming the

graphs analysed into weighted graphs. This procedure allows

also to define a rich-club coefficient in the weighted case as

φw(s) = (2E>s)/(n>s(n>s − 1)). where now E>s is the num-

ber of edges (topological) between vertices whose strength is

larger than s and n>s is the number of vertices whose strength

is larger than s.

[1] G. Caldarelli, A. Capocci, P. De Los Rios and M.A. Muñoz,

Phys. Rev. Lett 89, 258702 (2002).

[2] V. Colizza, A. Flammini, M.A. Serrano and A. Vespignani,

Nature Physics 2, 110 (2006).

Spontaneous reversal of irreversible processes in
a many-body Hamiltonian evolution.

F. Calogero1 and F. Leyvraz2

1Dipartimento di Fisica, Università di Roma “La Sapienza”, Italy

and

Istituto Nazionale di Fisica Nucleare, Sezione di Roma.
2 Instituto de Ciencias F́ısicas, Universidad Nacional Autónoma

de México, Cuernavaca, México.

In earlier work [1], we had shown how several Hamiltonians

could be modified through the introduction of an arbitrary

real parameter Ω in such a way that all initial conditions have

period 2π/Ω so that the system becomes isochronous. Based

on this work, we then showed [2] how a largely arbitrary N -

particle Hamiltonian system can be extended by one single

degree of freedom, in such a way that all the orbits of the ex-

tended system become periodic with the period T = 2π/Ω.

The extended system is, of course, still Hamiltonian. Further-

more, it is seen that, over times τ � T , the evolution of the

extended system remains close to that of the original up to

a constant time rescaling. This has interesting consequences

from the point of view of statistical mechanics if we choose T

much larger than the relaxation times of the original system,

and put the latter in a non-equilibrium initial condition. In this

case, the normally irreversible relaxation process is repeated

four times in every period, twice in the forward and twice in

the backward time direction. This example shows first that an

integrable system can display exponential sensitivity to initial

conditions over a broad range of times. It also shows that the

second law can be strongly violated in a system, the short-time

dynamics of which can be made to resemble arbitrarily closely

that of an “ordinary” N -particle system. All this suggests that

any proof of the second law from a purely mechanical founda-

tion will require hypotheses that may be difficult to justify on

an empirical basis.

[1] F. Calogero and F. Leyvraz, “Spontaneous reversal of ir-

reversible processes in a many-body Hamiltonian evolution”,

New J. Phys. 10 (2008) 023042.

The Hurst exponent of high-dimensional fractals.

A. Carbone

Physics Department, Politecnico di Torino, Italy.

The application of fractal concepts, through the estimate of

the Hurst exponent H, has been proven useful in a variety of

fields. In d = 1, heartbeat intervals of healthy and sick hearts

are discriminated on the basis of the value of H; the stage

of financial market development is related to the correlation

degree of return and volatility series; climate models are val-

idated by analyzing long-term correlation in atmospheric and

oceanographic series. In d = 2 fractal measures are used to

model and quantify stress induced morphological transforma-

tion; isotropic and anisotropic fracture surfaces; static friction

between materials dominated by hard core interactions; dif-

fusion and transport in porous and composite materials; mass

fractal features in wet or dried gels and in physiological organs.

A number of fractal quantification methods such as rescaled

range analysis (R/S), detrended fluctuation analysis. (DFA),

detrending moving average analysis (DMA), and spectral anal-

ysis, have been thus proposed to accomplish accurate and fast

estimates of H in order to investigate correlations at differ-

ent scales in d=1. A comparatively small number of methods

able to capture spatial correlations, operating in d = 2, have

been proposed so far. We have developed an algorithm to esti-

mate the Hurst exponent of high-dimensional fractals and thus

is intended to capture scaling and correlation properties over

space. The proposed method is based on a generalized highdi-

mensional variance of the fractional Brownian function around

a moving average. We will discuss the relationships holding for

fractals with arbitrary dimension. It is argued that the imple-

mentation can be carried out in directed or isotropic mode.

We show that the detrending moving average (DMA) method

is recovered for d = 1. The feasibility of the technique is proven

by implementing the algorithm on rough surfaceswith different

size and Hurst exponent Hgenerated by the random midpoint

displacement (RMD) and by the Cholesky-Levinson factoriza-

tion (CLF) methods. The generalized variance is estimated

over subarrays with different size “scales” and then averaged

over the whole fractal domain. This feature reduces the bias

effects due to nonstationarity with an overall increase of ac-

curacycompared to the two-point correlation function, whose

average is calculated over all the fractal. Furthermorecom-

pared to the twopoint correlation function, whose implemen-

tation is carried out along one-dimensional lines e.g., for the

fracture problem, the two-point correlation functions are mea-

sured along the crack propagation direction and the perpendic-

ular one, The Hurst exponent of high-dimensional fractals is

estimated by generalization of the Detrending Moving Average

algorithm. We apply the method in rough surfaces generated

by the random midpoint displacement and by the Cholesky-

Levinson factorization algorithms. The surrogate surfaces have

Hurst exponents ranging from 0.1 to 0.9 with step 0.1, and dif-

ferent sizes. The computational efficiency and the accuracy of
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the algorithm are also discussed.

[1] A. Carbone Phys. Rev. E 76, 056703 (2007).

[2] A. Carbone, G. Castelli and H.E. Stanley, Phys. Rev. E

69, 026105 (2004).

[3] E. Alessio, A. Carbone, G. Castelli and V. Frappietro,

Eur. Phys. J. B 27, 197 (2002).

[4] Further references, source and executable files

of the proposed algorithm can be downloaded at

www.polito.it/noiselab/utilities

Fat tails and long memory in the behaviour of
traders and programmers.

D. Challet

Institute for Scientific Interchange, Turin, Italy.

The time between consecutive events observed in many human

activities is neither Poissonian nor Markovian, but exhibits

bursts of rapidly occurring events separated by long periods of

inactivity. The distribution of interevent times follows heavy-

tailed distributions (see e.g. [1,2]).

Although activity patterns resulting from an aggregated be-

haviour, such as financial markets, have been studied for a

long time, recent work focused on the individual behaviour. It

has been shown that in some cases non-Poissonian behaviour is

not only a by-product of human interaction, but can be traced

back to individuals. Some remarkable examples are web surf-

ing and e-mail communication [1,2].

An important issue is the relationship between individual be-

haviour and aggregate activity in very large systems. This

talk addresses this issue for traders in financial markets and

programmers contributing to open source software. Whereas

data is difficult to obtain from brokers, data on open source

software is freely available: for instance CVS logs keep track

of who did what when and sometimes why.

We report activity data analysis on real traders [3] and sev-

eral open source software projects [4]. Their typical activity

patterns are compared, focusing on their activity level, the

time between two actions and the size of their actions. Fat-

tailed distributions and long-term memory are found in both

cases, suggesting that quiet periods are followed by cascading

modifications. The differences between the two dynamics are

discussed and explained in part by software structure.

[1] A. Johansen, Response time of internauts, Physica A 296,

539 (2001).

[2] A.-L. Barabasi, The origin of bursts and heavy tails in

human dynamics.

[4] D. Challet and D. Morton, unpublished.

[3] D. Challet, S. Valverde; arXiv:0802.3170 [physics.soc-ph].

Kinetic theory of 2D point vortices from a
BBGKY-like hierarchy.

P.-H. Chavanis

Laboratoire de Physique Théorique, Toulouse, France.

Starting from the Liouville equation, we derive the exact hier-

archy of equations satisfied by the reduced distribution func-

tions of the single species point vortex gas in two dimensions.

Considering an expansion of the solutions in powers of 1/N

(where N is the number of point vortices) in a proper ther-

modynamic limit N → +∞, and neglecting some collective

effects, we derive a kinetic equation satisfied by the smooth

vorticity field which is valid at order O(1/N). For axisym-

metric flows, this equation takes a simple form that can be

studied in detail. We discuss the properties of this kinetic

equation in regard to the H-theorem and the convergence (or

not) towards the statistical equilibrium state (Boltzmann dis-

tribution). Specific attention is given to the peculiar properties

resulting from the long-range nature of the interaction and the

non-extensivity of the system. In particular, the point vortex

gas can remain trapped in long-lived quasistationary states

(QSS) whose distribution is neither given by the Boltzmann

nor by the Lynden-Bell statistics (because of incomplete re-

laxation). We also consider the relaxation of a test vortex in

a bath of field vortices and obtain a Fokker-Planck equation

incorporating a term of diffusion and a term of drift. The drift

coefficient is related to the diffusion coefficient by an Einstein

relation. The diffusion coefficient is inversely proportional to

the local shear and decreases very rapidly with the distance.

This implies that the relaxation of the test vortex has a pe-

culiar behaviour. The tail of the distribution function of the

test vortex develops a front structure which evolves very slowly

(logarithmically) with time. On the other hand, the temporal

correlation function of the position of the test vortex decreases

algebraically rapidly instead of exponentially.

[1] P.H. Chavanis, P. Laurençot and M. Lemou, Chapman-

Enskog derivation of the generalized Smoluchowski equation,

Physica A 341, 145 (2004).

[2] P.H. Chavanis, Quasi-stationary states and incomplete vio-

lent relaxation in systems with long-range interactions, Phys-

ica A 365, 102 (2006).

[3] P.H. Chavanis, Lynden-Bell and Tsallis distributions for

the HMF model, Eur. Phys. J. B 53, 487 (2006).

Node-voltage-based and branch-current-based
hybrid electric power network equations and
research of reactive power optimization problem.

W. Chengmin

Department of Electric Engineering, Shanghai Jiaotong Univer-

sity, Shanghai.

The networks are widely existed in nature and human society.

There are a large number of theories and approaches proposed

to study the flow in networks, which is especially aimed to the

traffic network. The network flow arithmetic is also used in

power system calculation with the dc power flow formulation

being the most common representation for the transmission

system. The dc power flow formulation is only a simple model

for power system analysis, so it is essentially different between

electric power network flow and the conventional traffic net-

work flow. There is no damp for the traffic network flow, but

the active power flow of electric power network is decreasing

because of the branch impedance.

The line current may be adopted to replace the active power as

electric power network flow due to it is not damped, therefore

the successful theories and approaches in network flow can be

used for power system calculation.

The electric power network is traditionally described by node-

voltage-based equations if the line current is not regarded.

In the last century, the loop current model is developed by

Goswami[1 4] etc for load flow calculation of distribution sys-
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tems with better convergence and meshed modeling while the

grounding admittance is ignored and the constant impedance

model of load is used, but it is improper and limited in the

transmission network with such assumptions.

The reactive power optimization problem is described by an

optimal power flow model with the objective function as net-

work losses minimization, and various approaches are proposed

such as interior point methods, evolutionary algorithms and

others, which are summarized in literature[5]. It is discom-

modious for the network losses that are generally represented

by the sum of injective active powers at slack nodes or all

nodes, and it is necessary to improve the computational effi-

ciency of present reactive power optimization approaches.

In this paper, the enlarged electric power network equations

are established by regarding the grounding branch as a cur-

rent source with node voltage and branch current variables,

so the objective function can be wrote as the product of line

current and resistance, and the reactive power optimization

problem can be decomposed into two sub-problems with a min-

imum cost flow model and a linear equations. It is solved to

the minimum cost flow model by a quadric programming ap-

proach, therefore the computational efficiency is improved and

the found optimal solution is closed to global. The case study

is made at the IEEE-30 system and the better results are ob-

tained.

The assumptions are introduced in this paper as following:

1) The reactive power optimization is aimed to the injective

reactive power at all nodes; 2) The transformer’s tap ratio op-

timization is ignored because it is not obvious to reduce the

network losses; 3) The active power is considered as constant,

and the reactive power and node voltage at all nodes are re-

garded as variables.

[1] S.K. Goswami and S.K. Basu, Direct Solution of Distribu-

tion Systems, Proceedings of IEE Part C. 138, 78 (1991).

[2] S.K. Goswami and S.K. Basu, Formation of Loop

Impedance Matrix-A New Approach, TENCON ’91.1991 IEEE

Region 10 International Conference on EC3-Energy, Com-

puter, Communication and Control Systems 1, 194 (1991).

[3] S.K. Goswami and S.K. Basu, A Loop Based Method for

Distribution Power Flow Solution, ACE ’90, Proceedings of

[XVI Annual Convention and Exhibition of the IEEE In India,

22, Jan. (1990).

[4] M.E. Baran Arthur and W. Kelley, A Branch-Current-

Based State Estimation Method For Distribution Systems,

IEEE Transactions on Power Systems 10, 483 (1995).

[5] A.M. James, M.E. Hawary and R. Adpa, A Review Selected

Optimal Power Flow Literature to 1993 Part II: Newton, Lin-

ear Programming and Interior Point Methods, IEEE Trans.

Pow. Syst. 14, 105, (1999).

A physical-statistical model for snow avalanche
release.

B. Chiaia and B. Frigo

Department of Structural and Geotechnical Engineering, Politec-

nico di Torino, Italy.

Firstly, the paper proposes a fractal model to analyse the den-

sity and the porosity of the snowpack, based on the statistical

generalisation of the Menger sponge. We show the fractal char-

acter of the snow at all scales and the dependence of its density

from the scale. On the basis on fractal evidence for snow and

avalanches, we put forward a general physical-statistical model

for spontaneous snow avalanche release. By defining trigger-

ing of snow avalanches as a critical phenomenon (e.g., as a

phase transition characterized by scale invariance) and consid-

ering the variability of the shear strength inside the snowpack,

the Renormalisation Group Theory is applied (Smalley et al.,

1985; Carpinteri, 1994; Chiaia, 2002). Under the hypothesis

of a Weilbull distribution of the shear strength and modelling

at each scale the snow cover as a hierarchical bi-dimensional

vector of n cells divided in n/4 at the lower scale we are able

to analyse the evolution of the weak layer into the snow cover

starting from the local failure condition of a single cell. The

energy transfer between broken clusters and unbroken neigh-

bour ones represents the physical peculiarity of the model. The

model provides the definition of a Probability Stability Index,

showing how a very compact snow continuum, e.g. charac-

terised by less cohesionless zones, although requiring larger

rupture stresses is more brittle and definitely more sensitive

to catastrophic large avalanches. The model justifies also re-

tarded triggering (no sudden collapse after a snowfall) and the

release of the slab avalanche under applied nominal stresses

lower than the strength of the weak zones. In conclusion, the

RG model represents the probabilistic link between interacting

events at the microscopic scale (Mode II fracture propagation

in the weak layer) and the events at the macroscopic scale

(global release of the snow avalanche).

[1] K.W. Birkeland and C.C. Landry, Power-laws and snow

avalanches, Geophys. Res. Lett. 29, 11 (2002).

[2] A. Carpinteri, Fractal nature of material microstructure

and size effects on apparent mechanical properties, Mech.

Mater. 18, 89 (1994).

[3] B. Chiaia, On the sliding instabilities at rough surfaces, J.

Mech. Phys. Sol. 50, 895 (2002).

[4] H. Conway and J. Abrahamson, Snowslope stability A prob-

abilistic approach, J. Glaciology 34, 170 (1988).

[5] J. Faillettaz, Le déclenchement des avalanches de plaque

de neige: de lapproche mécanique à lapproche statistique, PhD

thesis, Université Joseph Fourier (Grenoble I) (2003).

[6] K. Kronholm and J. Schweizer, Snow stability variation on

small slopes, Cold Reg. Sci. Tech. 37, 453 (2003).

[7] R.F. Smalley, D.L. Turcotte and S.A. Sola, A renormali-

sation group approach to the stick-slip behaviour of faults, J.

Geophys. Res. 90, 1884 (1985).

VBL: Virtual Biophysics Lab.

R. Chignola1, C. Dalla Pellegrina1, A. Del Fabbro2,
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2Dipartimento di Fisica, Università di Trieste and I.N.F.N. -

Sezione di Trieste, Italy.
3Dipartimento di Elettronica e Informazione, Politecnico di

Milano, Italy.
4Istituto di Elettronica e Ingegneria dell’Informazione e delle

Telecomunicazioni, CNR, Milano, Italy.

The speed and the versatility of today’s computers open up

new opportunities to analyze complex biological systems, and

suggest that in the future we shall be able to simulate the

behavior of large cell populations ab initio, starting from in-

dividual molecular reactions in single cells and climbing the

ladder of complexity up to the behavior of whole multicellular

organisms [1].
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Because of the extreme complexity of the problem most ex-

isting numerical studies are limited to rather small subnets of

molecular circuits within a single cell. In the last few years

we have taken a different path that ensures the feasability of

the numerical approach by giving up, at least temporarily, the

detailed description of many biochemical and biophysical pro-

cesses. We proceed in a partly phenomenological way that

leads to simple parameterizations: in exchange, we achieve

a huge reduction in computational complexity and a consid-

erable reduction of the space-time scale problems that affect

simulations aimed at calculating the properties of macroscopic

objects starting from microscopic models. We are developing a

program that simulates cell metabolism, growth and prolifera-

tion and the extracellular environment. We can now simulate

large populations of dispersed cells, like those in the culture

wells used for in vitro growth, and we have produced numeri-

cal estimates that are in excellent qualitative agreement, and

in good quantitative agreement, with experimental data [2,3].

Although the actual simulation of a living organism is still a

faraway goal, with our program we can perform virtual exper-

iments in settings that are difficult to realize or to control in

vitro, and thus the program is a true in silico laboratory.

Here we focus on methods implemented in the simulation pro-

gram and borrowed from computational statistical physics, like

the solution of the various simultaneous diffusion problems on

discrete structures, and the simulation of the dynamics of en-

sembles of soft spheres.

[1] R. Chignola and E. Milotti, Physica A 338, 261 (2004).

[2] R. Chignola and E. Milotti, Phys. Biol. 2, 8 (2005).

[3] R. Chignola, A. Del Fabbro, C. Dalla Pellegrina and E.

Milotti, Phys. Biol. 4 114, (2007).

Scaling of human behaviour in the World Wide
Web.

A. Chmiel1, K. Kowalska2 and J. Ho lyst1

1Faculty of Physics and Center of Excellence for Complex Systems

Research Warsaw University of Technology, Warsaw, Poland.
2Gemius SA Wo loska, Warsaw, Poland.

The cyberspace can be understood as a complex system of

human actions,with one very popular kind of this activity cor-

responding to the information search in this virtual world. The

set of web pages we choose, the browsing art, and the time we

spend reading the contents reflects our pastime habits and in-

terests in the real world.

To study this issue we used the data from Polish portals, and

considered the behavior of a user on a Web page. Our analy-

sis is based on cookie statistic provided by Gemius company.

For example the portal www.onet.pl consists of 515 sub pages

which are visited by 4 milions cookie users during one day.

We constructed a weighted network of sub pages defining link

weights as the number of users moving from one sub page to

another. The weights distribution is a power law with char-

acteristic exponents γ = 1.45 − 1.65. We observed the traffic

at the portal and we learnt about habits and patterns of be-

haviour of internauts by the analysis of network properties.

Our data contains also the information about the time spent by

a user on various sub pages. We investigated the distribution

of total time a user spent on the portal, and the distribution

of times spent on one sub page. This distribution is a power

law p(t) ∼ t−γ (γ = 1.19 for the www.gazeta.pl and γ = 1.31

for the www.onet.pl) over two decades. We also examined also

properties of partial time distribution. A partial time is the

time the user stayed on one sub page normalized by the total

time spent on the portal for this user. The distribution of par-

tial times is a power law with γ = 1.10 for the www.gazeta.pl

and γ = 1.13 for the www.onet.pl). On the other hand we

observed an exponential distribution of numbers of different

pages visited by a single user. We constructed a model ex-

plaining some of features observed at sub pages networks.

[1] Z. Dezsö, E. Almaas, A. Lukács, B. Rácz, I. Szakadát and

A.-L.Barabási, Dynamics of information access on the web,

Phys. Rev. E 73, 066132 (2006).

[2] B.A. Huberman, P.L.T. Pirolli, J.E. Pitkow and R.M.

Lukose, Strong Regularities in World Wide Web Surfing, Sci-

ence 280 (1998).

[3] A.-L. Barabási, The origin of bursts and heavy tails in hu-

man dynamics, Nature 435 (2005).

Classification of Darboux polynomials for three
dimensional Lotka-Volterra systems.

Y.T. Christodoulides and P.A. Damianou
Department of Mathematics and Statistics, University of Cyprus.

We consider a general three-dimensional Lotka-Volterra sys-
tem defined by a skew-symmetric matrix. The most general
form of the equations is

ẋi = εixi +

n∑
j=1

aijxi xj , i = 1, 2, . . . , n ,

We would like to understand the behavior of a Hamiltonian

system based on the algebraic properties of its Darboux poly-

nomials. As a first step we would like to examine the set of

Darboux polynomials of the low dimensional cases of Lotka-

Volterra equations without linear terms (εi = 0) and where

the matrix A = (aij) is skew-symmetric.

Special cases include the open and periodic KM-system, and

several other well-known integrable Hamiltonian systems. We

classify the Darboux polynomials (also known as second in-

tegrals) for such system for various values of the parameters,

and give the explicit form of the corresponding cofactors. More

precisely, we show that a Darboux polynomial of degree greater

than one is reducible. In fact, it is a product of linear Dar-

boux polynomials and first integrals. Darboux polynomials

are important since they give rise to many first integral search

techniques, such as the Prelle-Singer procedure. In the spe-

cial case that two relatively prime Darboux polynomials exist

with the same cofactor, their ratio is a rational first integral.

The Lotka-Volterra dynamical system was introduced by Lotka

in order to model a chemical reaction, and independently by

Volterra to model competition among species, in 1925. It has

been widely used in applied mathematics and in a large variety

of physical topics such as laser physics, plasma physics, neural

networks, etc. The integrability of various forms (for arbitrary

values of εi and aij ) of the three-dimensional Lotka-Volterra

system has been examined extensively.

[1] L. Cairó and J. Llibre, Darboux integrability for 3D Lotka-

Volterra systems, J. Phys. A: Math. Gen. 33, 2395 (2000).

[2] A. Goriely, Integrability and nonintegrability of dynamical

systems, (World Scientific Publishing, Singapore, 2001).

[3] B. Grammaticos, J. Moulin-Ollagnier, A. Ramani, J.M.

Strelcyn and S. Wojciechowski, Integrals of quadratic ordinary

differential equations in R3: the Lotka-Volterra system, Phys-
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ica A 163, 683 (1990).

[4] S. Labrunie, On the polynomial first integrals of the (a, b,

c) Lotka-Volterra system, J. Math. Phys. 37, 5539 (1996).

[5] A.J. Maciejewski and M. Przybylska, Darboux polynomials

and first integrals of natural polynomial Hamiltonian systems,

Phys. Lett. A 326, 219 (2004).

Extension of recommendation model to dynamic
population.

S. Çiftçi and H. Bingol

Department of Computer Engineering, Bogazici University.

Recommendation Model [1] is a model that is used to investi-

gate the effects of memory size with respect to the population

size where an agent learns a new agent by recommendation.

In recommendation model, there are n agents where each of

them has the same memory size, m. The memory Mi of an

agent ai is a subset of the agents in the population. An agent

ai knows aj if aj is an element of Mi. The knownness ki of an

agent ai is the number of agents that know ai. If ki = 0, then

the agent ai is called completely forgotten. The fame fi of an

agent ai is ki/n. The memory ratio ρ is m/n.

Initially, an agent knows its m-neighbors. At each simulation

cycle, a giver agent aG selects the recommended agent aR from

its memory and recommends aR to a taker agent aT . If aT

already knows aR, it does not do anything. Otherwise, aT

learns aR by forgetting an agent aF from its memory (learn-

ing an agent means getting it into the memory and forgetting

an agent means removing it from the memory). The aG, aT ,

aR and aF are selected randomly. The simulation ends when

the average recommendation per agent is 106.

Minimum fame in the population, maximum fame in the pop-

ulation, cumulative (average) fame of the top 5 percent of the

agents from the population that are selected by ordering the

agents according to their fame values in decreasing order and

percentage of forgotten agents in the population vs. ρ graphs

are investigated at the end of simulations for different combi-

nations of n and ρ.

Why not try to extend the Recommendation Model to simu-

late the fame in a world where agents born and die, agents can

communicate with a limited number of agents, memory size of

agents is not static and agents don’t forget an agent that they

know randomly.

The features of Recommendation Model that will be extended

are dynamic population size, dynamic memory size, dynamic

selection of aF and dynamic selection of aT . Simulation result

of each possible combination of these features is going to be

investigated one by one to see the effect of each feature.

[1] H. Bingol, Emergence of Fame, arXiv:nlin/0609033v2.

The κ-generalized model of income distribution.

F. Clementi1, T. Di Matteo2, M. Gallegati1, and
G. Kaniadakis3

1Department of Economics, Polytechnic University of Marche,

Ancona, Italy.
2Applied Mathematics, Research School of Physical Sciences

and Engineering, The Australian National University, Canberra,

Australia.
3Department of Physics, Polytechnic of Turin, Italy.

Fitting a parametric model to income data can be a valuable

and informative tool of distributional analysis. Not only can

one summarize the information contained in thousands of ob-

servations, but also useful information can be drawn directly

from the estimated parameters. For example one could be

interested in measuring income inequality, comparing different

distributions or elaborating income redistribution policy: these

concepts may sometimes be directly derived from parameters

of a fitted distribution.

The symmetric bell-shaped curve that describes the Gaussian

distribution is inappropriate for describing most income dis-

tributions because they tend to be skewed with a peak in the

lower-middle income range and to have a long right-hand tail.

To capture these features, a large number of functional forms

other than the Gaussian distribution have been suggested (see

e.g. the comprehensive monograph by [1]).

In the present study we propose a three-parameter distribution

that is a generalization of the Pareto and the Weibull distribu-

tion using a new approach recently advanced by one of us to

describe both physical [3] and non-physical [4] systems. This

approach characterizes the distribution as solution of a maxi-

mum entropy model based on the κ-deformed exponential and

logarithmic functions

expκ (x) =
(√

1 + κ2x2 + κx
)1/κ

, x ∈ R, (1)

logκ (x) =
xκ − x−κ

2κ
, x ∈ R+. (2)

These κ-deformed functions satisfy most properties of the

standard exponential and logarithm, which are recovered as

the real deformation parameter κ approaches zero; for appli-

cations to statistical analysis of income distribution, the most

interesting property is their power-law asymptotic behavior,

and thus their ability to satisfy the Weak Pareto Law [2].

Starting from the definitions in Eqs. (1) and (2), we derive the

basic statistical properties of the proposed new distribution

along with some tools for the description of income distribu-

tion, including the Lorenz curve and various indices widely

used to assess inequality trends and differences, such as the

Gini coefficient and the Generalized Entropy (GE) and Atkin-

son indices. The distribution provides a very good description

of actual data on personal income from five countries, and the

inequality analysis expressed in terms of its parameters reveals

very powerful compared to other models for the size distribu-

tion of income.

[1] C. Kleiber and S. Kotz, Statistical Size Distributions in

Economics and Actuarial Sciences, (John Wiley & Sons, New

York, 2003).

[2] B. Mandelbrot, Int. Econ. Rev. 1, 79 (1960).

[3] G. Kaniadakis, Physica A 296, 405 (2001); Phys. Rev. E

66, 056125 (2002); Phys. Rev. E 72, 036108 (2005).

[4] D. Rajaonarison, D. Bolduc, H. Jayet, Econ. Lett. 86,

13 (2005); F. Clementi, M. Gallegati and G. Kaniadakis,

Eur. Phys. J. B 57, 187 (2007); F. Clementi, T. Di

Matteo, M. Gallegati and G. Kaniadakis, Physica A (2008),

doi:10.1016/j.physa.2008.01.109, arXiv:0710.3645v4.
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Dynamical heterogeneities in glasses, gels and
granular media.

A. Coniglio
Dipartimento di Scienze Fisiche, Università di Napoli ”Federico

II”, Italy.

One of the challenge in condensed matter over the last years

is understanding the phenomenon of the glass and jamming

transitions. One of the recent advances in the field is the idea

of the dynamical heterogeneities (DH), which play the role of

the critical fluctuations in ordinary critical phenomena[1]. Dy-

namical heterogeneities are group of particles which move in

a dynamical correlated way to allow the decay of density fluc-

tuations. The quantity which describe the dynamical hetero-

geneities is the non linear susceptibility which is the integral of

a four point correlation function. Interestingly, recently, it has

been shown that DH can be obtained within the Mode Cou-

pling Approximation[2] with precise quantitative prediction.

In this talk I will review some of the properties of the DH in

various systems such as glasses, irreversible gels, colloidal gels

and granular media. The behaviour of glasses and granular

materials are closely related. As function of the time in bo! th

cases the dynamical susceptibility exhibits a peak at a char-

acteristic time which scales with the long relaxation time of

the system. In the case of irreversible gelation the dynamical

susceptibility reaches asymptotically a plateau, whose value

coincide with the mean cluster size[3]. In colloidal gelation, a

more complex dynamic is found with a slowing down with gel-

like features, due to the formation of persistent structures. By

means of Molecular Dynamics simulations of a model colloidal

suspension, it is shown that, at low volume fractions, the dy-

namical heterogeneities are in fact dominated by the clusters

of long living bonds. The dynamical susceptibility at inter-

mediate time reaches a plateau and then eventually decays to

zero. This feature for intermediate time is rather similar to the

one observed in irreversible gelation, where the presence of dy-

namical heterogeneities can be explicitly related to the mean

cluster size. At longer time instead due to the finite lifetime of

the bonds the clusters decay and consequently the dynamical

susceptibility goes to zero. At higher volume fraction, instead,

where crowding of the particles starts to be relevant, dynami-

cal heterogeneities show the typical pattern observed in glassy

systems.

[1] S. Franz et al Phylos. Mag. B79, 1827 (1999);C. Donati et

al Phys. Rev. E60, 3107 (1999).

[2] G. Biroli and J.P. Bouchaud, Europhys. Lett. 67, 21

(2004).

[3] T. Abete et al, Phys. Rev. Lett. 98, 088301 (2007).

Material-induced anomalous scaling in the surface
roughness of etched films.

V. Constantoudis, E. Zakka, E. Christoyianni and
E. Gogolides
Institute of Microelectronics, NCSR Demokritos, Aghia Paraskevi,

Athens, Greece.

The formation and evolution of surface roughness during the

processing of a film is a non-equilibrium process with many

implications on micro- and nanotechnology due to the increas-

ing impact of roughness on device operations as dimensions

shrink down. A great impetus to the theoretical understand-

ing of roughness evolution was given by the assumption that

local and global surface width scale in a similar fashion. This

allowed the development of a scaling theory akin to that of

equilibrium critical phenomena which led to the definition of

new dynamic critical exponents and new classification schemes

for roughness evolution processes [1]. However, soon it was re-

alized that the surfaces produced by most experiments and

models do not obey the above assumption and normal scal-

ing behavior. On the contrary, they exhibit local fluctuations

enhancing with time in an anomalous way and leading to a

scaling behavior of the local surface width different than that

of global width [2]. Although a lot of works reported the pres-

ence of anomalous scaling, the identification of the physical

origins for that is still an open question. The aim of the

present work is to investigate the contribution of the inho-

mogeneities of processed material to the occurrence of anoma-

lous scaling behavior in roughness evolution. In particular,

we focus on the kinetic roughening of plasma etched films

motivated by the principal role of plasma etching in micro-

and nanopatterning and the concomitant demand for a bet-

ter control of its formation and evolution. The investigation

is made through a two-dimensional kinetic Monte Carlo sim-

ulation of the etching process and a lattice representation of

the film. Two kinds of inhomogeneous films are investigated

modeling composite and porous materials respectively. The

first includes films with lattice cells being etched much slower

than the bulk material and modeling the filler of the composite

[3]. The second employs films with voids modeling the pores

of the material. Both isotropic (chemical) and anisotropic (ion

sputtering) etching modes are considered and the evolution

of vertical (surface width) and spatial (correlation function)

roughness are reported. The crucial role of the vertical corre-

lations between filler or pore positions is exemplified and it is

shown that roughness evolution and its scaling behavior dur-

ing the etching of a film can be used as a diagnostic tool of

correlations in filler or pore distributions in film material.

[1] W. Tong and R.S. Williams, Annu. Rev. Phys. Chem. 45,

401 (1994).

[2] J.J. Ramasco, J.M. Lopez and M.A. Rodriquez, Phys. Rev.

Lett. 84, 2199 (2000). [3] E. Zakka, V. Constantoudis and E.

Gogolides, IEEE Trans. on Plamsa Science 35, 1359 (2007).

Nonlinear statistical analysis of natural language
written texts.

V. Constantoudis1, F.K. Diakonos2, K. Karamanos2,
K. Papadimitriou2 and H. Papageorgiou3

1Institute of Microelectronics, NCSR Demokritos, Aghia

Paraskevi Athens, Greece.
2Department of Physics, University of Athens, Greece.
3Institute for Language and Speech Processing, Athens, Greece.

In this work, natural language written texts in English and

Greek are investigated by using methods of nonlinear statis-

tical analysis. Both aim and methodological approach are

twofold. The first aim is to reveal fundamental structures in

written language texts, compare various natural languages and

seek for possible universal features. The second is to address

the question whether simple representations of a written text

capturing fundamental features of it, such as word lengths, can

reflect text semantics. The latter is apparently related to the

problem of the automatic classification of texts with respect

to their content. The methodology for the achievement of the
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above goals consists of two branches. The first uses symbolic

dynamics and the second nonlinear time series analysis meth-

ods. In the first approach, symbolic sequences are obtained

using a primitive coarse-grained description where every char-

acter is mapped to “1” and all other characters, belonging to

the space class, are mapped to “0”. A linear scaling of the cor-

responding block entropies of symbolic dynamics is observed,

characteristic for a mixing system with a positive Kolmogorov-

Sinai (KS) entropy. We calculate the KS entropy for various

English and Greek texts ranging from politics and economics

to literature and sports. The obtained values lie in the interval

[0.38-0.42] for the Greek and in [0.41-0.45] for the english texts.

Universality and classification issues in this context, posed by

the aforementioned aims, are also discussed. In the second ap-

proach, time-series are generated from natural language writ-

ten texts in English and Greek by mapping the length of the

words in a text to the order of their appearance (“length time

series” see [1]) . Then the obtained length time-series are an-

alyzed using the turning point distribution method [2]) and it

is found that the word-length 3 in the Greek texts possesses

the characteristics of a fixed point in the considered dynamics.

Long range dynamical correlations with a critical profile in the

time-series are also investigated using the method of critical

fluctuations introduced in [3]. Our results show that the cor-

relations in the considered text dynamics are limited to short

ranges. Finally, the length time series of the English texts are

analyzed by similar methods and the results of the analysis are

compared with those of Greek texts.

[1] K. Kosmidis, A. Kalampokis and P. Argyrakis, Physica A

370, 808 (2006).

[2] F. Diakonos and P. Schmelcher, Chaos 7, 239 (1997).

[3] Y.F. Contoyiannis, F.K. Diakonos and A.Malakis, Phys.

Rev. Lett. 89 035701 (2002).

Anomalous enhancement in low energy fusion
rates: The role of ion statistical distribution.

M. Coraddu1,3, M. Lissia1,3 and P. Quarati2,3

1Dipart. di Fisica dell’Università di Cagliari, Monserrato, Italy.
2Dipartimento di Fisica, Politecnico di Torino, Italy.
3Ist. Naz. Fisica Nucleare (I.N.F.N.) Cagliari, Monserrato, Italy.

Significant divergence from theoretical predictions of non-

resonant fusion cross-section has recently been observed in low-

energy experiments with deuterated matrix target. Different

ideas have been proposed to explain the observed enhancement

in fusion rate: the most interesting models include thermal

effects, anomalous electron screening, or quantum-effect dis-

persion relations. All these models give some enhancement,

but none of them can completely explain the experimental re-

sults. We compare and develop previous proposals, including

the possibility that more than one effect may act at the same

time. In addition, we consider the effect of electron redistri-

bution from host metallic matrix to the adsorbed atoms and

address the very important experimental issue of which stop-

ping power should be used at the energies of few KeV, where

data are not available.

Since the velocity distribution of the ions adsorbed in the ma-

trix has an important role for the reaction rate when the energy

of the beam is low, we consider the possibility that alternative

distributions. In particular, we study how the distribution is

affected by the uncertainties in the energy-momentum rela-

tion, due to the Galitskii-Yakimets quantum effect. In fact,

this effect leads to a power law behavior in the high energy

tail distribution. We estimate that this effect can contribute

to the observed reaction rate enhancement at the few KeV

beam energies. We also discuss the effective energy at which

fusion reactions happen and the dependence of the effect from

the plasma state and the adopted collisional cross section.

[1] M. Coraddu, M. Lissia, G. Mezzorani and P. Quarati, Fu-

sion reactions in plasmas as a probe of the high-momentum

tail of particle distributions, Eur. Phys. J. B 50, 11 (2006);

arXiv:nucl-th/0512066.

[2] F. Raiola et al., Enhanced electron screening in d(d,p)t for

deuterated Ta, Eur. Phys. J. A 13, 377 (2002).

[2] P. Quarati and A.M. Scarfone, Modified Debye-Huckel Elec-

tron Shielding and Penetration Factor Astrophys. J. 666, 1303

(2007); arXiv:0705.3545 [astro-ph].

Multifractal regime transition in a modified
minority game model.

A.F. Crepaldi1, C.R. Neto2, F.F. Ferreira2 and
G. Francisco1

1IFT-Universidade Estadual Paulista.
2GRIFE-EACH Universidade de São Paulo.

In the last years several agents based models for asset returns

have been proposed in the literature, in particular the called

Minority Game Model [1] . One of the reasons for this inter-

est is that the traditional models derived from the geometrical

Brownian motion do not explain adequately many properties

of real markets. The Minority Game (MG) and its variants

constitute one of the most promising models due to their capa-

bility of explaining a wider range of properties found in price

and index signals. It is usual to characterize economic time

series from their empirical properties called stylized, which in-

cludes multifractal long range correlations. There are several

ways to characterize the long-range correlations from the real

time series and from its models. Some of these methods are

the autocorrelation functions, power spectral densities (either

from Fourier or wavelets transforms) and probability distri-

bution functions [2-4]. In addition, the fractal and the mul-

tifractal analysis provide more insights, respectively, on the

self-similar and self-affine scaling exponents. In this work we

focus on the multifractal properties found in price and index

signals. Although the usual Minority Game models do not

exhibit multifractality, we study here one of its variants that

does. We show that the nonsynchronous MG models in the

nonergodic phase is multifractal and in this sense, together

with other stylized facts, constitute a better modeling tool.

Using the Structure Function (SF) approach we detected the

stationary and the scaling range of the time series generated

by the MG model and, from the linear (nonlinear) behavior of

the SF we identified the fractal (multifractal) regimes. Finally,

using the Wavelet Transform Modulus Maxima technique [5]

we obtained its multifractal spectrum width for different dy-

namical regimes. We showed that the MG model presents a

very rich dynamics with anomalous fluctuations that arise due

to strong correlation similar to the one observed in systems

driven out of equilibrium. One of the more difficult stylized

fact to obtain from models for financial systems are the long

range correlations that generate the fractal and multifractal

properties present in real time series. The synchronous MG

model does not present multifractality. However, only one in-

gredient added to the model generates multifractal region on
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the space control parameter α. This ingredient was the broken

of synchronicity. As the statistical properties of the MG are

preserved, the observed multifractal regime belongs to the non-

ergodic phase, where the market is informationally efficient.

[1] D. Challet and Y.-C. Zhang, Emergence of cooperation and

organization in an evolutionary game, Physica A 246, 407
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[4] M. Marsili and M. Piai, Colored minority games, Physica
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[5] J. Muzy, E. Bacry and A. Arneodo, Wavelets and Multifrac-

tal Formalism for Singular Signals: Application to Turbulent,
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Persistence and critical behavior in non-
Markovian random walkers.

J.C. Cressoni1, M.A. Alves Da Silva2, A. Da Silva
Ferreira1, and G.M. Viswanathan1

1Instituto de F́ısica, Universidade Federal de Alagoas Maceió,

Brazil.
2Faculdade de Ciências Farmacêuticas de Ribeirão Preto, FCFRP,

Universidade de Säo Paulo, Ribeirão Preto, Brazil.

The effect of memory losses is studied for the limiting case of

unbounded memory in non-Markovian random walks for which

the decisions are based on the prior random walk step direc-

tions. The walker can retain memory of its entire or partial

history and the current step direction, at time t, is chosen first

by randomly selecting a previous time t′ with equal a priori

probabilities. The decision taken at t′ can then be accepted

with probability p. The dependence of the Hurst exponent α

on the fraction f of the total time t remembered by the random

walkers is studied. The dynamics can range from sub-diffusion

(α < 1/2), through normal diffusion (α = 1/2), to superdif-

fusion (α > 1/2). Persistence (i.e., long-range correlations) is

characterized by the latter, and cause the random walker to

repeat past behavior. It is shown that otherwise nonpersistent

random walkers switch to persistent behavior when inflicted

with significant memory loss with only the distant past being

remembered. This is contrary to the common belief that loss

of memory of the past cannot cause persistence but rather can

only diminish it, since persistence is interpreted as a tendency

to repeat past behavior. Such amnestically induced persistence

suggests a causal relationship between repetitive behavior and

memory loss for systems with negative feedback. It is also

shown that memory losses induce the probability density func-

tion of the walker’s position to undergo a transition from Gaus-

sian to non-Gaussian. These findings are interpreted in terms

of a breakdown of self-regulation mechanisms. The possible

relevance of these results to some of the burdensome behav-

ioral and psychological symptoms of Alzheimer’s disease and

other dementias are also discussed. The random walker with

anterograde amnesia is also shown to display phase transitions.

The phase diagram of the system is fully characterised along

with a complete description of the phase transitions. These

studies are carried out both numerically and analytically. Part

of this work has recently been published in [1,2].

[1] J.C. Cressoni, M.A. Alves da Silva and G.M. Viswanathan,

Phys. Rev. Lett. 98, 070603, (2007).
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Phys. Rev. E, to appear (2008).

Universal non-equilibrium phenomena at submi-
crometric surfaces and interfaces.

R. Cuerno
Departamento de Matemáticas and Grupo Interdisciplinar de Sis-

temas Complejos (GISC) Universidad Carlos III de Madrid, Spain.

The recent widespread interest in processes that take place

at micro and nanometric scales has increased the physical rel-

evance of the surfaces and interfaces that constitute system

boundaries. At equilibrium, this is merely the result of an

increased surface to volume ratio. In the case of far-from-

equilibrium systems, such as for instance growing systems, the

dynamical relevance of the surface is clear, since growth events

often take place at the surface itself. Moreover, these consider-

ations hold both for inorganic and for biological systems, sub-

micrometric scales providing a common playground for both

type of systems. Focusing in the case of non-equilibrium sur-

faces and interfaces, frequently universal phenomena occur,

in the sense of properties and/or behaviors for which some

notion of universality applies. Examples are scale invariance

(surface kinetic roughening), surface pattern formation, or do-

main coarsening. However, theoretical descriptions of these

systems feature limited predictive power when merely based

on universality principles. We will review examples from Con-

densed Matter Physics and Materials Science at nano and sub-

micrometric scales, that underlie the importance of describ-

ing growing surfaces and interfaces by means of (phenomeno-

logical) constitutive laws, in order to correctly describe the

rich behaviors experimentally found across many different con-

texts. These laws need be established from detailed experimen-

tal/computational studies of specific systems. Fortunately, the

ever increasing precision of current experimental and compu-

tational tools provide us with high quality data on which such

studies can be based. Moreover, many times the (new) theoret-

ical models that are thus elaborated feature in turn universal

or generic properties that make them of interest in the wider

contexts of Statistical Physics and Non-Linear Science.

This talk will be based to a large extent on work done in collab-

oration with Mario Castro, Javier Muñoz-Garćıa, Raúl Gago,

Matteo Nicoli, and Luis Vázquez. For a partial overview with

references, see [1].

[1] R. Cuerno et al. Eur. Phys. J. Special Topics 146, 427

(2007).
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Renormalizing the chaotic dynamics of motile
particles in fractal porous media.

J.H. Cushman1, M. Park2 and R. Parashar3

1Department of Mathematics and the Department of Earth and

Atmospheric Sciences, Purdue University, West Lafayette, USA.
2Department of Mathematics, University of Alabama, Huntsville,

USA.
3Department of Civil and Environmental Engineering, Purdue

University, West Lafayette, USA.

Natural porous media often display a fractal character which

is manifest through a fractal Eulerian velocity or conductivity

field. By assuming the fractal Eulerian velocity gives rise to

a fractal Lagrangian drift velocity, we may model the motile

particle paths in the spirit of a nested hierarchy of stochastic

ordinary differential equations (SODEs) with stochastic drift.

If we further assume that the motile particles have a preferred

direction of travel (e.g., chemotaxis) and/or that the porous

media is anisotropic, it is possible to represent both the drift

and diffusion as operator stable processes. Further, if the hy-

draulic conductivity is statistically homogeneous, then it is not

unreasonable to assume it imparts on a particle a Lagrangian

drift velocity with stationary increments. With these assump-

tions at hand, we develop a rigorous renormalization procedure

and derive the renormalized Fokker-Planck equations for parti-

cle trajectories over the hierarchy. As an illustrative example

of the general procedure we employ Levy motions to model

both the motility at the microscale and drift at the mesoscale.

On the microscale (pore scale) the motile particle is modeled

as an operator stable Levy process with stationary, ergodic

Markov drift velocity. The micro to meso and meso to macro

scale homogenization is handled with generalized central limit

theorems which can be shown equivalent to a renormalization

group approach. On the mesoscale, to account for the fractal

medium, the Lagrangian drift is modeled as an operator stable

Levy process, however, on this scale the diffusion is the asymp-

totic limit of the total microscale process. At the macroscale

the process is the asymptotic limit of the total mesoscale pro-

cess. The Fokker-Plank equations at each scale possess frac-

tional spatial derivatives, the order of which can be obtained

via particle tracking experiments and the finite-size Lyapunov

exponent (FSLE). The FSLE is the exponential rate at which

two particles separate from a distance r to ar (a > 1) and pro-

vides a measure of the dispersive mixing in chaotic systems.

We can show analytically that for alpha-stable Levy processes,

the FSLE is proportional to the diffusion coefficient and its log

is proportional to the negative of the stability constant.

[1] R. Parashar and J.H. Cushman, The finite-size Lyapunov

exponent for Levy motions, Phys Rev E 76, 017201 (2007).

[2] M. Park and J.H. Cushman, On upscaling operator-stable

Levy motions in fractal porous media, J. Comp. Phys. 217,

159 (2006).

[3] M. Park, N. Kleinfelter and J.H. Cushman, Renormalizing

chaotic dynamics in fractal porous media with application to

microbe motility, Geophys. Res. Lett. 33, L01401 (2006).

[4] M. Park, N. Kleinfelter and J.H. Cushman, Scaling laws

and Fokker-Planck equations for 3-dimensional porous media

with fractal mesoscale, SIAM Multiscale Modeling and Simu-

lation 4, 1233 (2005).

[5] J.H. Cushman, M. Park, N. Kleinfelter and M. Moroni,

Super-diffusion via Levy Lagrangian velocity processes, Geo-

phys. Res. Lett. 32, L19816 (2005).

Studying the mechanical properties of Nickel
(Ni) in nano-scale.

J. Davoodi and K. Ronasi
Department of Physic, University of Zanjan, Itan.

We studied the elastic constants and the youngs module of

the Ni in nano scale. We used the molecular dynamic simula-

tion method (MD) and the Morse potential as the interaction

potential between atoms. We use a system of identical parti-

cles of Ni that are arranged in the f.c.c lattice in the ground

canonical ensemble. The initial velocities of particles are ran-

domly distributed corresponding to the initial temperature in

the simulation so that the center of mass of the system remains

fixed. The equations of motion are solved with the Verlet algo-

rithm. The order of simulation time step is femtosecond. The

temperature increases 10 degree after each equilibrium stage

and during the simulation the pressure is remained fixed. Also

the Nose-Hoover thermostat is used to keep temperature fixed.

After each equilibrium stage, 1000 final data of total energy,

pressure and volume are averaged and the results are reported

as average in terms of instantaneous temperature. The num-

ber of particles is 500, 864, 1372, 2048, 2916, 4000, 5324, 6912,

8788, 10976. The initial temperature is 20K and the pressure is

zero. We show that the elastic constants and the youngs mod-

ule of Ni decreases as temperature increases. Also we show

that the mechanical properties of Ni depend on the size of the

sample so that C11 is decreases and C12, C44 increase as the

size increases. The Young’s module has its minimum values

in the 2nm to 5nm of size. The MD simulation results show

that whatever the sample is smaller, it has the better resis-

tance against the tension strain but lower resistance against

shear stress. Also we find that the Morse potential function

calculates C12, C44 so near each other and this point is a weak

point of this binary potential. Despite this deficiency in the

Morse potential, the changes of C12, C44 in terms of temper-

ature show a good agreement with the experimental results.

Outlook: We are going to show that the dependence of the

mechanical properties of Ni on the size of the sample reach

the macroscopic values. Also we are going to calculate these

properties for the Cu−Ni alloy in nano scale.

[1] C. Kittel, Introduction to solid state physics, (John Wiley

& Sons, 2005).

[2] H. Rafii-Tabar and A.P. Sutton, Long-range Finnis-Sinclair

potentials for f.c.c metallic alloy, Philos. Mag. Lett 63, 217

(1991).

[3] P.G. Flahive and W.R. Graham, Pair potential calculations

of single atom self-diffusion activation energies, Surf. Sc. 91,

449 (1980).

[4] N. Shuichi, A molecular dynamics method for simulations

in the canonical ensemble, Mol. Phys. 52, 255 (1984).

[5] M.P. Allen and D.J. Tildesly, Computer simulation of liq-

uid, (Oxford, 1990).
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Rapidly-converging methods for the location of
quantum critical points from finite-size data.

C. Degli Esposti Boschi1, M. Roncaglia2 and L. Campos

Venuti3

1CNR, Unità di Ricerca CNISM and Dipartimento di Fisica

dell’Università di Bologna, Italy.
2Max-Planck-Institut für Quantenoptik, Garching, Germany.
3Fondazione ISI, Villa Gualino, Torino, Italy.

We analyze in detail, beyond the usual scaling hypothesis, the

finite-size convergence of thermodynamic observables toward

the infinite-size limit. After the identification and cancellation

of the terms that are responsible for the leading power-law scal-

ing, we are able to obtain sequences of pseudo-critical points

governed by next-to-leading terms which display larger shift

exponents as compared to currently used methods, in particu-

lar the so-called Phenomenological Renormalization Group [1]

that is still the common choice for the location of quantum

critical points. Similarly, we are also able to improve our re-

cent Finite-Size Crossing Method [2].

Our new approach [3] is valid in any spatial dimension and

for any value of the dynamic exponent. We demonstrate the

effectiveness of our methods both analytically on the basis of

the one-dimensional XY model in transverse field, and numer-

ically considering c = 1 transitions occurring in non integrable

spin models, which are also relevant in the context of quantum

information theory due to their entanglement features. In par-

ticular, we show how the Homogeneity Condition Method is

able to locate the onset of the Berezinskii-Kosterlitz-Thouless

transition making only use of ground-state properties on rela-

tively small systems.

[1] M.N. Barber in Phase transitions and critical phenomena,

C. Domb and J.L. Lebowitz (Eds.), vol. 8, (Academic Press,

New York, 1983).

[2] L. Campos Venuti, C. Degli Esposti Boschi, M. Roncaglia

and A. Scaramucci, Phys. Rev. A 73, 010303(R) (2006).

[3] M. Roncaglia, L. Campos Venuti and C. Degli Esposti

Boschi, Phys. Rev. B 77, 155413 (2008).

The Sl(2) loop algebra symmetry of the XXZ
spin chains at toots of unity, higher-spin XXZ
correlation functions, and their applications to
the superintegrable chiral Potts model.

T. Deguchi
Department of Physics, Ochanomizu University, Japan.

We show rigorously in some sectors that integrable higher-spin

XXZ chains have the sl(2) loop algebra symmetry if parameter

q is given by a root of unity satisfying q2N = 1 for an integer

N . In particular, we discuss the spin-N/2 case of the higher-

spin XXZ chain, whose twisted transfer matrix commutes with

the transfer matrix of the superintegrable chiral Potts model

(SCP model). We review a conjecture between the degenerate

eigenspectra of the spin-N/2 XXZ chain and those of the SCP

model that every irreducible representation of the sl(2) loop al-

gebra of the spin-N/2 XXZ spin chain should correspond to an

irreducible representation of the Onsager algebra which com-

mutes with the transfer matrix of the SCP model [1]. We also

review another conjecture that the twisted transfer matrix of

the six-vertex model at roots of unity with some discrete twist

angles should have the sl(2) loop algebra symmetry [2]. As-

suming the two conjectures, we derive the Ising-like spectrum

of the SCP model, or more specifically, that of the ZN sym-

metric Hamiltonian which commutes with the transfer matrix

of the SCP model. We then discuss eigenvectors of the ZN

symmetric Hamiltonian in terms of the evaluation parameters

of the sl(2) loop algebra. Motivated by the application of the

spin-N/2 XXZ chain, we derive form factors and correlation

functions for the higher-spin XXZ chains, making an explicit

use of the algebraic Bethe ansatz techniques, in particular,

the so-called F-basis introduced by the Lyon group. However,

we extend the derivation of the Lyon group in the following

sense that we take full advantage of the quantum group invari-

ance of the XXZ monodromy matrix, which is not manifest in

the standard R-matrix of the XXZ spin chain. Thanks to the

quantum-group invariance, we can evaluate explicitly scalar

products and then derive expressions for the correlation func-

tions of the higher-spin XXZ chains. Finally, combinig the

results of the sl(2) loop algebra and higher-spin XXZ chains,

we discuss an algorithm for deriving the norms of eigenvectors

of the SCP model or the ZN symmetric Hamiltonian. (Several

parts of the present work are obtained in collaboration with

Akinori Nishino, and Chihiro Matsui.

[1] A. Nishino and T.D., Phys. Lett. A 356, 366 (2006).

[2] T. Deguchi, arXiv:0712.0066v1[cond-mat.stat-mech].

Multivariate statistical data analysis of analog
signals applied to electromagnetic object identifi-
cation.

P. Delaurenti1, M. Balma2, A. Delogu2, G. Gervino1

1Dipartimento di Fisica Sperimentale di Torino, Italy.
2Selex Galileo, S. Maurizio Canavese, Torino, Italy.

Objects identification by electromagnetic pattern recognition

is one of the most studied topics in present technology re-

searches. Electromagnetic waves of proper frequencies could

allow not only the object identification but also non destructive

analysis [1]. Non destructive analysis has increasing request

in modern technological processes. We study the possibil-

ity of object identification by irradiation with electromagnetic

waves of four different frequencies. The irradiating antenna

is also the detector of the scattered electromagnetic power.

The electromagnetic object response is analysed in frequency,

phase and amplitude [2]. The collected data are matched with

proper multivariate data analysis. From the stored multivari-

ate data, after the application of proper feature extraction,

pre-processing and normalisation, we aim at studying the in-

trinsic characteristics of the data in order to disclose all of the

eventual internal information.

We apply for this purpose the Principal Component Analysis

(PCA) in a proper representation space [3]. Mathematically

PCA is a linear transformation that we describe as S = W ·X
. Here X is the experimental data set, W is the transformation

matrix and S are the data in the representation space. PCA

peculiarity is a data set representation onto a dimensionally

reduced subspace where the statistical properties of the origi-

nal data set are preserved.

PCA usually assumes the multivariate data are described by

Gaussian distribution and then PCA is calculated consider-

ing only the second moment of the probability distribution

of the data (covariance matrix). We present some interesting

and encouraging results obtained in studying the electromag-

netic object “fingerprints” in the frequency range 300 MHz −



26 Orthodox Academy of Crete, Kolympari - Greece 14 - 18 July 2008

1200 MHz. We apply to multivariate data for the first time a

non-extensive statistical distribution with q within 1.01− 1.1.

The information noise has been supposed to have a Maxwell-

Boltzmann structure with T = virtual temperature free pa-

rameter: with this assumption we notice a great improvement

in hampering the data background. We present a very wide

set of experimental data where it is shown that, within 20 cm

distance, the multivariate statistical analysis of analog signals

detected by antenna allows an efficiency of around 90% right

object electromagnetic “fingerprint” identification.

[1] T. Dogaru and L. Carin, Time-domain sensing of targets

buried under a gaussian, exponential, or fractal rough inter-

face, IEEE Trans. Geosci. Remote Sensing 39, 1807 (2001).

[2] T. Yu and L. Carin, Analysis of the Electromagnetic In-

ductive Response of a Void in a Conducting-Soil Background,

IEEE Trans. Geosci. Remote Sensing 38, 1320 (2000).

[3] C. Di Natale, E. Martinelli, G. Pennazza, A. Orsini and

M. Santonico, Data Analysis for Chemical Sensor Arrays,

Advances in Sensing with Security Applications, NATO ASI-

ASSA, (New York: Springer, 2006).

Emergence of fame in ethnicially diverse popula-
tions.

S. Delipinar and H. Bingol

Department of Computer Engineering, Bogazici University,

Istanbul, Turkey.

In today’s modern Industrial cities we see that many peo-

ple having different cultures share the same settlement and

form a typical social complex system. People come from other

cities or even foreign countries and form an ethno-culturally di-

verse population. Newcomers bring their cultural values such

as clothings, meals, likes and dislikes. As a result of inter-

acting with other people some cultural values change, some

completely forgotten while others become popular and known

by the majority of people. There should be a mechanism help-

ing some cultural values and choices being more popular and

causing other people being assimilated by majorities. This

mechanism may not be as simple as because of their popula-

tion sizes, instead, there may be other factors such as groups

choice of interactions with other groups. Different cultures

interactions with each other and consequences of their inter-

actions will be investigated by the principle rules of Simple

Recommendation Model (SRM) which is proposed by Bingol

in 2006. We will try to make predictions about the result of

interactions of different ethno-national cultures by composing

the SRM and work of Wimmer that gives emrical data for our

work. We will propose a model in which agents interact with

each other according to their choice of interactions and impose

their choices to others. We will extend the recommendation

model based on Wimmers work on a Swiss society with Italian

and Turkish immigrants [2]. The agents will be grouped ac-

cording to their national origin and remember and forget the

choices instead of agents. Also selections of interacted agents

will be made according to peoples choices.

[1] H. Bingol, Emergence of Fame, arXiv:nlin. AO/0609033v1.

[2] A. Wimmer, Does ethnicity matter? Everyday group for-

mation in three Swiss immigrant neighborhoods, Ethnic and

Racial Studies 27, 1 (2004).

[3] A. Smith, Civic And Citizenship Education in Contested

And Divided Societies, UNESCO Chair, University of Ulster,

Northern Ireland, 2003.

[4] R. Axelrod and R. A. Hammond, The Evolution of Ethno-

centric Behavior, revised version of a paper delivery at Mid-

west Political Science Convention, April 3-6, 2003, Chicago,

IL.

[5] R. Ghanea-Hercock, BTexact, Assimilation and Survival in

Cyberspace, Future Technologies Group U.K.

Cellular metabolism as a constrained optimiza-
tion problem.

A. De Martino1, E. Marinari2, M. Marsili3, C. Martelli2

and I. Perez Castillo4

1CNR/INFM and 2Dip. di Fisica, Roma “La Sapienza”.
33The Abdus Salam ICTP, Trieste, Italy.
4Department of Mathematics, Kings College London, Strand,

London, UK.

Understanding the organization of reaction fluxes in metabolic

networks from the underlying stoichiometry is a central is-

sue in systems biology, especially for elucidating the networks

response to a gene knock-out and for metabolic engineering

purposes. Methods based on mass-balance conditions coupled

with local optimization rules are only able to reproduce ex-

perimental findings for relatively simple organisms in specific

conditions. We define and study a constraint-based model of

metabolic networks where neither mass balance nor flux sta-

tionarity are postulated [1]. The basic assumption is that the

relevant flux configurations maximize the global growth of the

system. The problem of computing flux distributions can then

be re-cast as that of solving a graphical version of Von Neu-

manns expanding model [2, 3], the underlying topology being

given by the real metabolic network. Solutions can be calcu-

lated numerically with a modified MinOver algorithm. It turns

out that configurations corresponding to maximal metabolic

growth provide the correct statistics of fluxes for the bacterium

E. coli in different environments. Furthermore, comparing E.

coli with the behavior of an ensemble of random metabolic net-

works (where a full analytic solution is achievable via the cavity

method) it is possible to clarify the role of conserved pools of

metabolites in determining growth rates and flux variability in

natural networks. Finally, a connection is established between

phenomenologically essential genes (i.e. genes necessary for

the cell to live and highly conserved across different species)

and fluxes with smaller allowed variability, corresponding to

“frozen” variables in the optimization problem. In particular,

essential genes turn out to be highly correlated with frozen

fluxes.

[1] C. Martelli, A. De Martino, E. Marinari, M. Marsili and I.

Perez Castillo, Submitted (2008).

[2] A. De Martino and M. Marsili, J. Stat. Mech. L09003

(2005).

[3] A. De Martino, C. Martelli, R. Monasson and I. Perez

Castillo, J. Stat. Mech. P05012 (2007).
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Prediction of viscosity of liquid mixtures.

A.S. de Wijn1,2, V. Vesovic1, G. Jackson3 and

J.P.M. Trusler3

1Department of Earth Science and Engineering, Imperial College

London, UK.
2Institute for Molecules and Materials, Radboud Universiteit

Nijmegen, the Netherlands.
3Department of Chemical Engineering, Imperial College London,

UK.

There is a need for reliable and internally consistent methods

for prediction of viscosity of a wide range of fluid mixtures.

Methods based purely on theoretical approaches are not accu-

rate enough for industrial applications. It is therefore desirable

to make use of the large body of accurate experimental work

already completed on pure fluids. The VW method[1] makes

use of Enskog rigid-sphere theory in a self-consistent manner

to interpolate between the viscosities of the pure components.

It has been used to successfully predict the viscosity of su-

percritical fluid mixtures and liquid mixtures of similar sized

molecules. Nevertheless, the VW scheme fails for highly asym-

metric mixtures.

In this work, we extend Enskog theory to include effects of

molecular shape on the viscosity and incorporate this into

the VW method. Molecules are described as chains of equal-

sized, tangentially-joined rigid spheres. Correlation between

spheres is included through the excluded volume and through

the screening effects between neighbouring segments of the

chains.

We show that the results from our Enskog theory for chains

of rigid spheres are consistent with statistical associating fluid

theory for equilibrium thermophysical properties of pure sys-

tems. We compare the viscosity results of the extended VW

method to experimental viscosities for a range of highly asym-

metric mixtures of long molecules, such as n-octane + n-

dodecane and methane + n-decane. We show that the ex-

tended VW method predicts experimental viscosities of liquid

mixtures with good accuracy (typically about 5%) and is lim-

ited by the information available on the viscosities of the pure

liquids.

[1] D.D. Royal, V. Vesovic, J.P.M. Trusler, W.A. Wakeham,

Molec. Phys. 101 (2003); Int. J. Refrig. 28, 311 (2005) and

references therein.

[2] A.S. de Wijn, V. Vesovic, G. Jackson and J.P.M. Trusler,

A kinetic theory description of the viscosity of dense fluids

consisting of chain molecules, accepted for publication by J.

Chem. Phys. (2008).

Fluctuation theorems from nonequilibrium On-
sagerMachlup theory for a Brownian particle in
a time-dependent anharmonic potential.

R.R. Deza1, G.G. Izús1 and H.S. Wio2

1Departamento de F́ısica, Facultad de Ciencias Exactas y

Naturales, Universidad Nacional de Mar del Plata, Argentina.
2Instituto de F́ısica de Cantabria, Universidad de Cantabria and

CSIC, Spain.

Statistical physics regards instantaneous values of macroscopic

(or mesoscopic) quantities as fluctuations around the ensem-

ble averages dealt with by thermodynamics. The interest in

their study has steadily increased over time for reasons like e.g.

being serious hindrances to accurate measurements in very sen-

sitive experiments, being a prime source of information about

the system’s dynamics (a known example is the fluctuation–

dissipation theorem established in linear response theory near

equilibrium, linking transport coefficients to the autocorrela-

tion functions of fluctuations, and evolved from Einstein’s re-

lation, Nyquist’s theorem, Onsager’s reciprocal relations, etc.)

and since they can induce nonequilibrium phase transitions,

lead to the appearance of spatiotemporal patterns, and assist,

enhance, or sustain a host of mesoscopic phenomena impossi-

ble in their absence.

The natural framework to describe their temporal behavior is

the theory of stochastic processes. A milestone was Onsager–

Machlup’s fluctuation theory around equilibrium, using a func-

tional integral approach for stochastic linear relaxation pro-

cesses, and leading to a variational principle (Onsager’s prin-

ciple of minimum energy dissipation). Another milestone has

been set by recent fluctuation theorems, asymmetric relations

for the distribution functions of work, heat, etc. Several lab-

oratory experiments have verified their validity even far from

equilibrium or from the thermodynamic limit.

Recently, Taniguchi and Cohen [1] have considered a dragged

harmonically bound Brownian particle, and generalized to

nonequilibrium steady states the Onsager–Machlup theory.

They have thus derived nonequilibrium analogs of the laws of

thermodynamics and steady-state detailed balance relations

from which (among others) a fluctuation theorem for work

valid in the long-time limit can be derived. Their approach

has been recently extended to nonsteady states [2], by submit-

ting a free Brownian particle to an external oscillating field.

In this work we explore the consequences of driving a har-

monically bound Brownian particle multiplicatively, namely

regarding it as bound by (V (x, t) = 1
2
a(t)x2) [3] and con-

trolling (a(t)) externally. A possible extension is to consider

(Vb(x, t) = 1
2
a(t)x2 + b lnx) (defined for (x > 0)) which for

(b < 0) and (a(t) > 0) describes a monostable time-dependent

anharmonic oscillator.

[1] T. Taniguchi and E. Cohen, J. Stat. Phys. 126, 1 (2007).

[2] N. Singh (2007), arXiv:0708.2345[cond-mat.stat-mech].

[3] J. Giampaoli, D. Strier, C. Batista, G. Drazer and H. Wio,

Phys. Rev. E 60, 2540 (1999).

Analysis of the statistical distributions of the
frequency components of stable sinusoidal signals
sampled with a digital oscilloscope.

M. Di Sciuva1, M. Mattone1, E. Miraldi2

1Dipartimento Aerospaziale Politecnico di Torino, Italy.
2Dipartimento Fisica and CNISM, Politecnico di Torino, Italy.

A large number of papers, a few of which appear as references

[1,2], has been devoted to the analysis of any kind of noise af-

fecting time domain signals collected with digital oscilloscopes.

In this paper we memorized the signals coming from a very sta-

ble (the atomic clock used is a HP 5071A, high performance

cesium standard) sinusoidal signal generator (100 kHz and 1

MHz) and applied both the FFT routine built into the oscil-

loscope and the one of a mathematical program. Due to the

finite length T of the signals, we used the so called “Hanning

window”, to avoid the distortions in the spectral analysis when

a “rectangular window”, i.e. no temporal window, is employed

[3]. Since the so called atomic clock time and frequency signals

are stable within few units in 1014, even in large ambient tem-
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perature variations, the expected frequency spectrum would be

a δ shaped function, if the time base of the oscilloscope were

stable within the same order of magnitude. Systematic errors

in the oscilloscope time base, time (frequency) uncertainty (jit-

ter) of the clock in the oscilloscope, and the electronic noise of

the input amplifiers, make the power spectrum peak become

a Gaussian function distribution added to a more or less flat

background. The experimental power spectra present a Gaus-

sian trend only near the top of the distribution, with larger

and wider “tails” near the background, the Gaussian function

is clearly unable to fit.

In the last few years two new one parameter distribution func-

tions have been discovered, able to well represent statistical

functions showing power law tails, for values far from the max-

imum ones. These functions are named q-Gaussian [4] and a

κ-Gaussian [5] respectively, from the symbol used for the char-

acterizing parameters. The deformed Gaussian curves recover

the usual Gaussian distribution for q = 1 and κ = 0 respec-

tively. When applied to our power spectra, there are no differ-

ences between the deformed or true Gaussian curves near the

top of the peaks, while both deformed Gaussians are in good

agreement with the experimental points in the lower parts of

the curves. The obtained best fit values for 1 MHz signal are:

q = 1.23 and κ = 0.116 respectively.

The good agreement between the deformed Gaussians and the

experimental points can be attribute to the fact that the ca-

sual drifts in the time base of the oscilloscope determine, with

a kind of domino effect, drifts in the sampling times of the

input signals, that become this way no more independent each

other. This gives rise to the deformed Gaussian distributions,

as shown in the last recalled papers.

[1] M.F. Wagdy, S.S. Awad, Effect of Sampling Jitter on some
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Nonextensive model for varibles with longlasting
correlations in magnitude.

S.M. Duarte Queirós

Uniliver R&D Port Sunlight, UK.

Many of the so-called complex systems are characterised for

having times series with a peculiar feature: although the quan-

tity measured presents an autocorrelationfunction which is

basically at noise level for all time lags, when we appraise

the autocorrelation of the magnitudes a slow and asymp-

totic power-law decay is found. This behavour can be ob-

served in a widespread of systems like temperature fluctua-

tions, neuromuscular activation signals, financial markets or

even fluctuations in presidential approval ratings. Moreover,

these time series are also characterised by probability den-

sity functions with asymptotic power-law decay and a pro-

file suggestive of intermittency identified by regions of quasi-

laminarity alternating with spiky regions. Hence, this type

of time series might be seen as a succession of measurements

with a time-dependent standard deviation. Mathematically,

such kind of stochastic process is named heteroskedastic in op-

position to a process with constant standard deviation which

defined as homoskedastic [1,2,3]. In this talk a new dynamical

model is presented [4]. It uses a qm-exponential memory ker-

nel, K (t′) ∝
[
1 + (1− qm) t′

T

] 1
1−qm

+
(t′ ≤ 0, T > 0, qm < 2),

whose outcome are uncorrelated random variables which, in-

spite of that, are leptokurtic with a longlasting correlation be-

tween their magnitudes as well. From analytical and numer-

ical considerations we show that the autocorrelation function

of magnitudes is described by a qc-exponential funcion and

that the distribution is accurately described by a q-Gaussian

probability density function maximising non-additive entropy

Sq . Specifically, relations between the triplet {qm, q, qc} are

presented for the first time in this talk. Moreover, we intro-

duce results regarding the multi-scaling and non-linear nature

of this particular stochastic process. In the former case we

apply the non-additive generalisation of the Kullback-Leibler

measure. Last of all, we introduce an asymmetrical general-

isation (in the standard deviation) to this model and some

applications.
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Superstatistical multiplicative-noise processes.

S.M. Duarte Queirós

Uniliver R&D Port Sunlight, UK.

The physical description of driven non-equilibrium complex

systems has frequently been made considering their dynami-

cal behaviour characterised by spatio-temporal fluctuations of

some parameter, β̃. Usually, this parameter has been taken

as the (inverse) temperature, the dissipation of energy in tur-

bulent flows [1], the amplitude of Gaussian white noise, the

local mean-reverting value [2] or the local variance. As an ex-

ample, we mention the standard case of a Brownian particle

diffusing along an inhomogeneous medium in which tempera-

ture (hence diffusion “constant”) fluctuates in both space and

time. In this approach, as it can be understood, there are

two important time scales: the scale in which the dynamics

is able to reach a stationary state (assuming a fixed value for

parameter β̃), and the scale at which the fluctuating param-

eter evolves. A particular case to consider is when these two

time scales are clearly separated, specifically, when the time

needed for the system to reach stationarity (considering a pre-

determined β̃) is much smaller than the scale at which that

parameter changes. In the long-term, the non-equilibrium sys-

tem is described by the superposition of different local dynam-

ics at different time intervals that was coined as superstatistics

or “statistics of statistics” [3]. Frequently, systems labelled as

“superstatistical” exhibit non-Gaussian distributions with kur-

tosis excess, or distributions with non-exponential decay. In

addition, superstatistical systems present a parameter, β̃, that

fluctuates on a large scale, T , and follows a time-independent

distribution, p(β̃).



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 29

In this talk we discuss a superstatistical approach of a dy-

namical system which belongs to the Feller class of stochas-

tic processes and whose (local) stationary probability density

function is reminiscent of a Weibull distribution. Such a pro-

posal is driven on two ways [4]. The first one in which the

power of multiplicative noise term is time-dependent, and an-

other one that is equivalent to the evolution of the noise width

in the stochastic term of the corresponding differential equa-

tion. The main advantage of the former is the possibility of

mimicking systems that hold a rather complex dynamics go-

ing through a (random) sequence of dynamical regimes [5,6] in

which the functional form of the second-order Kramers-Moyal

moment evolves as well. We determine either analytically or

numerically the long-term probability density function which

can assume all types of kurtosis.
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Partial structure factors of the binary liquid
metal alloys within the square-well model.
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Let us consider an arbitrary model fluid with particles inter-

acting via the potential having the hard-core repulsive part.

For such a fluid we assume that the direct correlation function

inside the hard core can be expressed as an expansion in poly-

nomial series. This expression leads to obtaining the Fourier

transform of the direct correlation function in the framework

of any closure relation of the theory of liquids. In conjunction

with the numerical fulfilling of the condition that the pair dis-

tribution function is equal to zero inside the hard core the sug-

gested approach can be used instead of the Ornstein-Zernike

integral equation to obtain the structure and thermodynamics

of the fluid under consideration.

Recently, we used named above method for the quantita-

tive description of the square-well (SW) fluid in the frame-

work of the mean-spherical approximation (MSA) [1]. The re-

sults obtained are reproduced the available numerical integral-

equation MSA solution for the pure SW fluid [2]. The square-

well model pair interatomic potential is rather realistic since it

possesses the main feature of a real pair interaction, containing

both the repulsive and attractive forces. In limiting cases, the

SW potential coincides with the hard-sphere (HS) or sticky HS

potential. At the same time, the SW potential allows one to

describe the vapour-liquid transition, which is impossible for

the HS fluid. Thus, the SW model is a good approximation

for the study of a wide class of real fluids: non-polar molecular

fluids, colloidal fluids, liquid metals, etc.

Here, we generalize our SW-MSA procedure to binary SW

mixtures and apply it to calculate the Ashcroft-Langreth

[3] and Bhatia-Thornton [4] partial structure factors of two-

component alkali-metal liquid alloys. An agreement with the

available experimental data is quite satisfactory.

We are grateful for financial support of this research furnished

by the Russian Foundation for Basic Research (grant N 08-03-

00992).
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Persistence and survival in reactive-wetting
interfaces.

Y. Efraim and H. Taitelbaum

Department of Physics, Bar-Ilan University, Ramat-Gan, Israel.

In the last decade there has been a lot of interest in determin-

ing the nontrivial persistence exponent θ , which describes a

power law decay of the probability of a fluctuating variable to

stay above or below a certain reference level, P (t) ∼ t−θ. The

persistence exponent has been calculated for a wide range of

theoretical, numerical and experimental systems [1].

In this work we study the persistence and survival probabilities

in propagating reactive-wetting interfaces of a mercury droplet

(∼ 150µm) spreading on a thin (4000Ȧ) flat silver substrate

in room temperature [2]. We calculate the persistence expo-

nent in our experimental system, and study its relation to well

known exponents such as the growth exponent β , which de-

scribes the dynamic growth of the reactive-wetting interface

width. We also study the survival probability, which differs

from the persistence probability in the definition of the refer-

ence level, hence decays exponentially in time [3]. From the

survival probability we determine the survival time scale τs in

the experimental system. Finally we present simulation results

of an interface which grows according to QKPZ equation. Per-

sistence and survival of this system are compared to the results

obtained in the non-linear experimental system.

Our results show that there are three kinetic regimes in our

system. In the first one, while the interface width itself is not

yet growing, the persistence exponent is θ = 0.55±0.05 , which

is typical for random walk behavior. In the second time regime,

there is an effective growth of the interface width, with growth

exponent β = 0.68±0.07 , and the value of θ is θ = 0.37±0.05

. In this time regime, the well known relation, θ + β = 1 [4],

seems to hold for our experimental system. The third time

regime is where the interface width saturates, and the rough-

ness exponent α is measured. In this regime, the persistence

exponent value is θ = 0.47± 0.01 , which again reflects a ran-

dom walker behavior. The survival time scale turns out to

strongly depend on the total experimental duration, and occu-

pies about 35% of the total experiment time, and 63% of the

growth duration.

Finally, we compare these results with QKPZ simulation re-

sults. The persistence exponents of the QKPZ simulation in

the transient and the growth regimes turn out to be almost

the same, θ = 0.8 ± 0.01 and θ = 0.76 ± 0.006, respectively,

which means that the same mechanism is responsible for both

of them, unlike the experimental system, in which different

mechanisms control each of the two regimes. The difference
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between the exponent values in the experimental and the sim-

ulation systems suggests that the microscopic mechanism in

the experimental one is rather different than the QKPZ, even

though its macroscopic behavior seems to obey the QKPZ

equation, based on the results for the scaling exponents α and

β.
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Local relaxation in non-equilibrium quantum
many-body dynamics.
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A reasonable physical intuition in the study of interacting

quantum systems says that, independent of the initial state,

the system will tend to equilibrate. In this talk we will consider

a setting where relaxation to a steady state is exact, namely for

the Bose-Hubbard model where the system is quenched from

a Mott quantum phase to the strong superfluid regime. We

find that the evolving state locally relaxes to a steady state

with maximum entropy constrained by second moments, max-

imizing the entanglement, to a state which is different from

the thermal state of the new Hamiltonian. Remarkably, in the

infinite system limit this relaxation is true for all large times,

and no time average is necessary. For large but finite system

size we give a time interval for which the system locally ”looks

relaxed” up to a prescribed error. Our argument includes a

central limit theorem for harmonic systems and exploits the

finite speed of sound. We generalize these findings to the case

of having correlated inital states. We also discuss implications

on entropy scaling in such quenched systems and the difficulty

of simulating them using matrix-product states.

The final part of the talk will be concerned with numerical

work on the strongly interacting case, using t-DMRG, as well

as experimental implications. The idea of local relaxation has

led to a joint project with an experimental group which aims

at observing local relaxation using cold atoms in optical lat-

tices. Here, the key idea is that optical superlattices allow

for a period two read out of densities and correlations, such

that relaxation phenomena can be studied without the need of

locally addressing individual sites.
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A mathematical structure for the generalization
of the conventional algebra.
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An abstract mathematical framework is presented in this pa-

per as a unification of several deformed or generalized algebra

[1,2] proposed recently in the context of generalized statistical

theories [3] intended to treat certain complex thermodynamic

or statistical systems. It is shown that, from mathematical

point of view, any bijective function can be used in principle

to formulate an algebra in which the conventional algebraic

rules are generalized. We proceed as follows:

Let X and Y be two nonempty sets, and let ∗ and ⊥ be two

binary operations on X and Y respectively, and let • be an

external law on Y . We denoted by 1X and 1Y the neutral

element (when this exists) of (X, ∗) and (Y, ⊥) respectively,

and by x−1 the inverse of x if x is invertible in (x, ∗) or in

(Y, ⊥). We mean by φ a bijection of X in Y and by ψ the

inverse function of φ. We have the following properties

a) The functions +(φ,⊥) and −(φ,⊥) defined on X ×X by

∀(x, x′) ∈ X ×X , x+(φ,⊥) x
′ = ψ(φ(x) ⊥ φ(x′)) ,

∀(x, x′) ∈ X ×X , x−(φ,⊥) x
′ = ψ(φ(x) ⊥ (φ(x′))−1) ,

(when this exists)

are binary operations (laws) on X.

b) The functions ×(φ,∗) and ÷(φ,∗) defined on Y × Y by

∀(y, y′) ∈ Y × Y , y ×(φ,∗) y
′ = φ(ψ(y) ∗ ψ(y′)) ,

∀(y, y′) ∈ Y × Y , y ÷(φ,∗) y
′ = φ(ψ(x) ∗ (ψ(x′))−1) ,

(when this exists)

are binary operations (laws) on Y .

c) The function •(φ,•) defined on K ×X by

∀(λ, x) ∈ R×X , •(φ,•)(λ, x) = ψ(λ • φ(x)) ,

is an external law on X.

d) (Y, ⊥) is an abelian group if and only if (X, +(φ,⊥)) is an

abelian group.

e) (X, ∗) is an abelian group if and only if (Y, ×(φ,∗)) is an

abelian group.

f) If (Y, ⊥, •) is a vector space on K, then (X, +(φ,⊥), •(φ,•))

is a vector space on K.

[1] L. Nivanen, A. Le Méhauté and Q.A. Wang, Math. Phys.

52, 437 (2003) E.P. Borges, Physica A 340, 95 (2004).

[2] G. Kaniadakis, Physica A 296, 405 (2001); Phys. Rev. E

66, 056125 (2002).

[3] C. Tsallis, R.S. Mendes, A.R. Plastino, Physica A 261, 534

(1999); Q.A. Wang, Euro. Phys. J. B 26, 357 (2002).



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 31

Evidence of common peculiarities of critical phe-
nomena in quantum optics and condensed matter
in case of multiquantum interaction processes.
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2Faculty of Informatics and Engineering, Free International
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Quantum phase transition and quantum criticality are well-

known as phenomena which occur in many-body quantum sys-

tems, usually associated to field of condensed matter [1]. In

the last time a great interest appears to these phenomena con-

sidered for quantum optical systems, for example in problems

of light-atoms interaction, which explain us the mechanism of

transition of system from normal radiation to collective radia-

tion (super-radiance, coherent emission) [2, 3, 4].

Some methods successfully used in laser physics, for example

the control of quantum coherence superposition or processes

of strong interaction of atoms with cavity photons, can be

applied for studying of effects in artificial solid structures as

quantum wires or dots [2]. On the other hand, some concepts

of solid state physics are well adapted for realization and expla-

nation of quantum phase transition of atoms in optical lattices.

The recent investigations in the field of strong correlated elec-

tronic systems are oriented basically to the profound studying

of phase transitions or critical phenomena [1]. The main idea

is that many systems of different physical nature can empha-

size similar behavior in the critical regime, hence amplifying

the concept of universality of effects. In order to enlarge the

class of universality, considering here the systems of diverse

complexity characters, it is important to do a step forward to

perspective of unifying our knowledge in physics, where the

complex phenomena (classical or quantum) are studied.

In this paper we propose to study the pictures of phase transi-

tions for different systems where two-quantum exchange inter-

actions between the small and large subsystems are possible.

We will emphasize the particularities of phase transitions in

cases of two-photon super-radiant emission and two-phonon

superconductivity. As example the phase transition of an ex-

tended ensemble with N identical two-level atoms interacting

with a bimodal cavity field by scattering processes is studied.

It is shown that for this system in the thermodynamic limit the

two-photon exchange integral between the radiators strongly

depends on the temperature via the average number of quanta

in the thermostat, so that unusual picture of phase transition

of atomic system is obtained. Consequently the process of non-

linear exchange between the quasi-spins leads to the increasing

of critical temperature as compared to traditional second order

phase transition of quasi-spin system.
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Studies on the information flow between financial assets are

very interesting because they help us to understand the com-

plex interactions between assets and the pricing process of fi-

nancial markets. In the financial literature, there are many

studies to quantitatively measure the information flow between

stocks or markets. However studies on the possible factors that

can affect significantly the information flow was insufficient. In

this study, we have investigated empirical evidence of the pos-

sible factors that can affect information flow between stocks.

In order to sufficiently observe the information flow between

stocks, we considered the number of whole links between N

stocks; that is, N(N − 1)/2. In addition, we suggest the stock

network by the minimal spaning tree (MST) method to investi-

gate the information flow effectively, This method is choosing

N − 1 most important links among the whole ones consist-

ing of individual stock price in the financial market. Through

these efforts, we discovered characteristics of information flow

in viewpoint of the whole market. We used the individual

stocks traded in various countries, such as Korea, Japan, Tai-

wan, Canada, and the USA.

According to the observing results, we find that the informa-

tion flow between stocks observed by the causality model get

the influence significantly from the changes of time scales of

return. That is, the relationship between the time scale of

return and the frequency of significant information flow is neg-

ative. Furthermore, using the time series removed the tempo-

ral time correlation, we cannot find the significant information

flow of the previous results. In addition to these, the empirical

evidences on the properties of time-dependency of informa-

tion flow using the MST is not different. Next, we investigate

the possible factors that can affect the information flow based

on the observed results of the time-dependency in information

flow. We find that the frequency of significant information flow

decrease as we eliminates the properties of market from the

individual stocks by the market index. We also find that the

information flow between stocks have the properties of time-

varying according to the market status, especially around the

market crisis. And, we also discover that the difference in de-

gree of relative efficiency between stocks play a crucial role to

determine the direction of information flow between stocks.
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Metal-insulator transition in random superlat-
tices with long-range correlated disorder.
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It is known that all electron states in uncorrelated disordered

one dimensional systems are exponentially localized [1]. In

recent years, a number of models [2,3,4] have predicted the

existence of extended states for disordered one-dimensional

systems with short and long range correlations. In this pa-

per, we study the electronic properties of disordered GaAs-

AlxGa1−xAs semiconductor superlattices with structural long-

range correlations. The system consists of quantum barriers

and wells with different thicknesses and heights which fluctu-

ate around their mean values randomly, following a long-range

correlated pattern with a power spectrum of the type S(k) ∝
1/k(2α−1), where the exponent α quantifies the strength of

the long-range correlations [5]. A single quantum well in this

structure consists of a layer with thickness dW of a semicon-

ductor (GaAs) embedded in a semiconductor (AlxGa1−xAs)

with thickness db. We consider the situations in which the

values of dW and db (also the height of the barriers) fluctuate

around their mean values. The energy of incoming electrons

is assumed to be less than the barrier heights. A sequence

of long range correlated values with Gaussian distribution is

produced by the Fourier filtering method. The exponent α is

called correlation exponent, and quantifies the degree of cor-

relations imposed in the system. For a given system size L,

we find a critical value of the exponent α (αc) for which a

metal-insulator transition appears: for α < αc all the states

are localized, and for α > αc, we find a continuous band of ex-

tended states. In order to distinguishing extended state from

Localized one and determining metal-insulator transition, we

calculate Localization length of the wave function in SSl using

transfer matrix method. The wave function of the SSL ends

can be related together by calculating a product of transfer

matrices. The transfer matrix connects the wave functions of

sites n and n−1. Using the components of transfer matrix, we

calculate localization length λ of SSL. When the localization

length starts to be greater than the system size (λ ≥ L), we

say that a transition from localized states (insulator) to ex-

tended states (metal) is observed for finite system size. Also,

the knowledge of localization length λ enables us to obtain the

transmission coefficient at a given energy. Using Landuer for-

mula, we calculate Dc conductance of the system and show that

the existence of extended states causes a strong enhancement

of the DC conductance of the SSl at finite temperature, which

increases in many orders of magnitude when crossing from the

localized to the extended regime. Finally, we perform finite

size scaling and we obtain the value of the critical exponent

αc in the thermodynamic limit, showing that the transition is

not a finite-size effect.

[1] P. W. Anderson, Phys. Rev. 109, 1492 (1958).

[2] V. Bellani et. al., Phys. Rev. Lett. 82, 2159 (1999).

[3] P. Carpena at.al., Nature(London) 418, 955 (2002).

[4] F. Shahbazi, M. Reza Rahimi Tabar et.al., Phys. Rev. Lett.

94, 165505 (2005).

[5] A. Esmailpour et. al., Phys. Rev. B 74, 024206 (2006).

Glass as a time independent non-dissipative
nonequilibrium nonergodic state.
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We examine the question of whether the formal expressions

of equilibrium statistical mechanics can be applied to time in-

dependent non-dissipative systems that are not in true ther-

modynamic equilibrium and are nonergodic. By assuming the

phase space may be divided into time independent, locally er-

godic domains, we argue that within such domains the rel-

ative probabilities of microstates are given by the standard

Boltzmann weights. In contrast to previous energy landscape

treatments, that have been developed specifically for the glass

transition, we do not impose an a priori knowledge of the inter-

domain population distribution. Assuming that these domains

are robust with respect to small changes in thermodynamic

state variables we derive a variety of fluctuation formulae for

these systems. We verify our theoretical results using molec-

ular dynamics simulations on a model glass forming system.

Non-equilibrium Transient Fluctuation Relations are derived

for the fluctuations resulting from a sudden finite change to

the system’s temperature or pressure and these are shown to

be consistent with the simulation results. The necessary and

sufficient conditions for these relations to be valid are that the

domains are internally populated by Boltzmann statistics and

that the domains are robust. The Transient Fluctuation Rela-

tions thus provide an independent quantitative justification for

the assumptions used in our statistical mechanical treatment

of these systems.
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Dominant reaction pathways in high dimensional
systems.

P. Faccioli1, M. Sega2, F. Pederiva1, and H. Orland3

1Trento University and INFN, Italy.
2Frankfurt Institute for Advances Studies, Germany.
3Service de Physique Theorique, CEA-Saclay, France.

Rare thermally activated transitions in high dimensional sys-

tems cannot be efficiently studied by means of Molecular Dy-
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namics (MD) simulations. This is because all the computa-

tional time is invested for describing the motion of the system,

when it is exploring the portion of configuration space associ-

ated to the stable and meta-stable states. On the other hand,

one is often mostly interested in the information encoded in

the reaction pathways joining different states and in the tran-

sition state ensemble.

In this talk, we present a recently developed theoreti-

cal/computational framework denominated Dominant Reac-

tion Pathways Ensemble (DoRPE), which allows to rigor-

ously identify the ensemble of statistically significant transition

pathways, avoiding investing CPU time in simulating the local

thermal motion in the meta-stable configurations and without

relying on any choice of reaction coordinates.

The method is based on the analogy between the Fokker-

Planck conditional probability for a transition from a given

initial to a given final configuration and the “quantum” prop-

agation in imaginary time. In this language, the most prob-

able thermally activated transitions (or Dominant Reaction

Pathways, DRPs) correspond to tunneling trajectories, i.e. in-

stantons. The idea is therefore to apply the saddle-point ap-

proximation to the stochastic path integral representation of

the conditional probability, to derive the (time independent)

equation for the DRPs and to include the leading thermal fluc-

tuations around them by Monte Carlo sampling.

In this talk we present the formalism, and the first applications

to the study of conformational transitions of alaninde dipep-

tide in a all-atom molecular model and to the folding of a 16-

residue beta hairpin. We validate the DoRPE results against

MD simulations and show that the computational advantage

of the former approach is impressive and makes it possible

for the first time to study entire protein folding reaction on

available computers. We In addition, we discuss how DoRPE

can be used to efficiently compute rates in high-dimensional

systems.
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Quasi stationary states and out of equilibrium
phase transitions in mean field dynamics.

D. Fanelli

University of Florence, Italy.

Statistical mechanics allows us to investigate the behaviour of

systems composed by a large number of interacting elements.

Powerful mathematical tools make it possible to accurately de-

scribe the so called equilibrium state, namely the asymptotic

stage of the evolution which is eventually reached for very long

times. However, many interesting properties take place out-of

equilibrium and deserve to be carefully addressed. This is par-

ticularly true for system subject to long-range forces, where a

global network of connections is driving the dynamics of ev-

ery constituting element. Surprisingly, long-range system may

be trapped in intermediate states which last virtually forever

and which substantially differ from the corresponding equilib-

rium configuration [1]. The galaxies that we observe nowa-

days represent the most spectacular example of such far-from-

equilibrium processes, but analogous phenomena are also be-

ing reported in fundamental problems of magnetic fusion and

planetary environment plasma. These mestastable states are

often termed in the literature Quasi-Stationary States, here-

after QSS, and bear an extraordinary conceptual important as

they potentially corresponds to the solely experimentally ac-

cessible regimes.

With reference to the Hamiltonian Mean Field (HMF) model, I

shall review the QSS phenomenology and discuss in particular

the presence of out of equilibrium phase transitions separating

homogeneous (zero magnetisation) and in-homogeneous (mag-

netised) phases [2]. The latter are here identified by means of

a statistical mechanics treatment of the underlying continuous

Vlasov picture [3]. Phase space structures are inspected and

shown to correspond to invariant tori of reduced, integrable,

Hamiltonian systems [4]. Within this picture, the aforemen-

tioned transition is understood as a bifurcation corresponding

to a switch in the associated low dimensional model. Interest-

ingly, a trend to local integrability is observed as the system

size is increased. This fact reflects the counterintuitive ten-

dency for the HMF system to become more and more regular

when the number of elementary constituents get larger.
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Hydrodynamic interactions between two swim-
ming nano-machines.

M. Farzin and A. Najafi

Department of Physics, university of Zanjan, Iran.

We propose a two dimensional microscopic swimmer consist-

ing of spheres linked by thin elastic rods with capability of

stretching and bending. The three spheres in the head of

swimmer linked by thin rigid rods whose lengths can change

between two values due to a small motor is inserted in the

second sphere. This model device can swims at low Reynolds

number because of performing a periodic motion in a nonrecip-

rocal fashion which breaks the time-reversal symmetry as well

as translational symmetry. The out of phase oscillations of the

first and second arms and also propagation of a longitudinal

wave in the tail propel the swimmer. Because of low Reynolds

number condition (small size of spheres, small values of ve-

locities, and high viscosity of fluid) the Oseens tensor is used

to construct the equations of motion of each bead. It means

that in this situation the force does not create the acceleration

but it creates the velocity. However there is a linear relation

between force and velocity.

In the simulation the average velocity is calculated and the

dependence of it to the stretching constant is studied. Then

we place two of these swimmers in a highly viscous fluid like

water and let them swim and interact with each other via the
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ambient medium. Three different situations are studied:

(a) Two swimmers are parallel and move toward each other.

(b) Two swimmers are parallel and swimmer (2) moves behind

swimmer (1) in the same direction.

(c) Swimmer (2) moves perpendicular to the swimmer (1) and

toward it.

The average velocity of swimmer (1) is calculated in each sit-

uation and is compared with the velocity of single swimmer.

In situation (a) the velocity is decreased and swimmers absorb

each other, in situation (b) the velocity is increased and two

swimmers repel each other, and in situation (c) the velocity is

increased. Also the effect of height difference on the velocities

is studied. In each situation the average velocity tends to the

velocity of single swimmer as the height difference increases.

Outlook: We are going to calculate the hydrodynamic interac-

tions between large numbers of such swimmers and obtain the

collective behaviors such as pattern recognition and self orga-

nization and etc. also we want to obtain the hydrodynamic

equation for a complex fluid consists of such swimmers.
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First-order transition behaviour in presence of
dilution in 3D.

L.A. Fernández1,3, A. Gordillo-Guerrero2,3, V. Mart́ın-
Mayor1,3 and J.J. Ruiz-Lorenzo2,3

1Departamento de F́ısica Teórica I, Universidad Complutense,

Madrid, Spain.
2Departamento de F́ısica, Universidad de Extremadura, Badajoz,

Spain.
3Instituto de Biocomputación y F́ısica de Sistemas Complejos

(BIFI), Zaragoza, Spain.

Most of phase transitions in Nature are of first order: energy,

pressure, magnetic field, etc. change abruptly at the transi-

tion point. On the other hand, most of natural systems are

diluted to some degree. An obvious question is: what happens

to a system undergoing a first-order phase transition on a per-

fectly pure sample if one increasingly deteriorates the quality

of the sample introducing impurities? This is a problem with

important implications in fields such as highly correlated elec-

tron systems (as high temperature superconductors or colossal

magnetoresistance oxides). It is known that in two dimensions

the smallest amount of impurities is enough to change a first

order phase transition to be a second order one but this was

not clear at all in three dimensional systems. Theoretical stud-

ies pointed out the existence of a tricritical point separating

the two behaviours with a non null value of the impurities den-

sity [1]. Nevertheless, up to now, numerical studies have been

hardly achievable due to the existence of interphases which

make the autocorrelation times growth exponentially with the

size of the system.

In this work, whose preliminary results have already been pub-

lished [2], we have been able to confirm the theoretical result

by using a recently proposed powerful microcanonical method

[3]. Using this method we have been able to widely outperform

all the previous investigations [4,5]: we simulate lattices larger

by a factor of 10. With this method, the system entropy as a

function of the energy is directly computed , from which one

can directly measure the latent heat or the surface tension.

We have obtained very precise measures of these quantities as

a function of the dilution degree obtaining that both latent

heat and surface tension reduce quickly when increasing dilu-

tion up to a point where they become zero, being the apparent

critical dilution strongly dependent of the lattice size. We have

used Finite Size Scaling techniques in order to obtain size in-

dependent quantities. We also found that the latent heat is a

self-averaging quantity for random first-order transitions while

the surface tension is not. The tricritical point dilution ob-

tained at the thermodynamic limit from the crossing points

of ξ/L is definitively smaller than one and as a result we can

conclude that random first-order transitions do exist in D=3

although their phase space is really small.
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The entropic analysis of electoral results: the
case of European countries.

P. Ferreira and A. Diońısio

University of Evora, CEFAGE-UE (Center of Business Studies),

Evora, Portugal.

Entropy is a measure of information and uncertainty which

has been used recently in different areas, besides of its origi-

nal utilization in physics. Finance, microeconomics, macroe-

conomics, utility functions or even psychology are approached

areas, using analogies between the areas physics and nature,

creating a new research area: Econophysics (see, for example,

[1,2]).

This paper intends to explore the utilization of entropy through

politics and election results, an area just slightly explored [3].

It generalizes interpretation of entropy, considering it a mea-

sure of dissatisfaction and disillusion of populations in relation

to politics.

Some phenomena like the increase of abstention in a coun-

try, consequence of the dissatisfaction of population and of

their alienation in relation to politics could be detected and

analysed. This discontentment could result, for example, in

the appearance of new political parties, with more division of

votes and increasing entropy (result of the discontentment and

uncertainty by electors). Absolute majorities, while imply less

dispersion of votes, are synonym of more confidence in a given

party, making a reduction of entropy.

Electoral results could also be influenced by particular phe-

nomena, like those terrorist attacks made in vespers of the two

last elections in Spain, with consequences on the affluence to

the polls by electors, and influencing levels of entropy. Elec-

tions’ dates could also influence results: for example, elections

on summer season suffer from more abstention. Elections’ re-

sults could also be connected with aspects like safety feeling

of citizens, with unpopular socio-economic policies taken by
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government or even with the economic performance of a coun-

try. One of the purposes of this paper is to find these types

of phenomena and try to relate them with the concept of en-

tropy. Another objective is to analyse the reality in different

European countries.
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Growth and pattern formation in the Kardar-
Parisi-Zhang equation.

H. Fogedby

Department of Physics and Astronomy, Aarhus University,

Denmark.

The large majority of natural phenomena are characterized

by being out of equilibrium. This class includes turbulence

in fluids, interface and growth problems, chemical reactions,

processes in glasses and amorphous systems, biological pro-

cesses, and even aspects of economical and sociological struc-

tures. As a consequence much of the focus of modern statisti-

cal physics, soft condensed matter, and biophysics has shifted

towards such systems. Drawing on the case of static and dy-

namic critical phenomena in and close to equilibrium, where

scaling and the concept of universality have successfully served

to organize our understanding and to provide a variety of cal-

culational tools, a similar strategy has been advanced towards

the much larger class of nonequilibrium phenomena with the

purpose of elucidating scaling properties and more generally

the morphology or pattern formation in driven nonequilibrium

system. There is a particular interest in the scaling properties

and general morphology of nonequilibrium models. Here the

Kardar-Parisi-Zhang (KPZ) equation has played a prominent

and paradigmatic role. The KPZ equation describes aspects of

the nonequilibrium kinetic growth of a noise-driven interface

and provides a simple continuum model of an open driven non-

linear system exhibiting scaling and pattern formation. Here

we address the KPZ equation for a growing interface in arbi-

trary dimensions. Applying an extended form of the canoni-

cal weak noise approach in order to incorporate multiplicative

noise and drawing from the insight gained by the analysis of

the 1D case, we identify the localized growth modes for the

KPZ equation. The growth modes are spherically symmetric

and are equivalent to the domain walls or solitons identified

in the 1D case. The growth modes propagate and a dilute gas

of modes constitute a dynamical network accounting for the

kinetic growth of the interface.

We also consider the issue of an upper critical dimension for

the KPZ equation. The KPZ equation lives at a critical point,

conforms to the dynamical scaling hypothesis and is character-

ized by the scaling exponents. Dynamic renormalization group

calculations yield d=2 as lower critical dimension. In addition

to the scaling properties in the rough phase, characterized by

a strong coupling fixed point, a major open problem concerns

the existence of an upper critical dimension. In the present

context we interpret the upper critical dimension as the di-

mension beyond which the growth modes cease to exist. On

the basis of a numerical analysis and an exact argument based

on Derrick’s theorem we propose d=4 as the upper critical

dimension for the KPZ equation.
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DNA bubble dynamics as a quantum Coulomb
problem.

H. Fogedby

Department of Physics and Astronomy, Aarhus University,

Denmark.

Under physiological conditions the Watson-Crick double-helix

of DNA constitutes the equilibrium structure, its stability en-

sured by hydrogen-bonding of paired bases and base stacking

between nearest neighbor pairs of base pairs. By variation of

temperature or pH-value double-stranded DNA progressively

denatures, yielding regions of single-stranded DNA, until the

double-strand is fully molten - the helix-coil transition at tem-

perature Tm. However, already at room temperature thermal

fluctuations cause rare opening events of small denaturation

zones in the double-helix. These DNA bubbles consist of flex-

ible single-stranded DNA, and their size fluctuates in size by

step-wise zipping and unzipping of the base pairs at the two

zipper forks where the bubble connects to the intact double-

strand. The multistate DNA breathing can be monitored in

real time on the single DNA level. Biologically, the existence

of intermittent (though infrequent) bubble domains is impor-

tant, as the opening of the Watson-Crick base pairs by breaking

of the hydrogen bonds between complementary bases disrupts

the helical stack. The size of the bubble domains varies from a

few broken base pairs well below Tm, up to some two hundred

closer to Tm. Above Tm, individual bubbles continuously in-

crease in size, and merge with vicinal bubbles, until complete

denaturation. DNA breathing has been investigated in the

Dauxois-Peyrard-Bishop model that describes the motion of

coupled oscillators representing the base pairs. On the basis

of the Poland-Scheraga model, DNA breathing has been stud-

ied in terms of continuous Fokker-Planck approaches, and in

terms of the discrete master equation and the stochastic Gille-

spie scheme.

Here we study the Langevin and Fokker-Planck non-

equilibrium extension of the Poland-Scheraga model in terms

of a mapping to a quantum Coulomb problem. This allows

us to investigate in more detail the finite time singularity un-

derlying the breathing dynamics, as well as the survival of

individual bubbles. In particular, we demonstrate that the as-

sociated Fokker-Planck equation is equivalent to a Coulomb

problem. Below the melting temperature the bubble lifetime

is associated with the continuum of scattering states of the

repulsive Coulomb potential, at the melting temperature the

Coulomb potential vanishes and the underlying first exit dy-

namics exhibits a long time power law tail, above the melting

temperature, corresponding to an attractive Coulomb poten-

tial, the long time dynamics is controlled by the lowest bound

state. Correlations and finite size effects are discussed.
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An analysis of diffusion and juxtacrine signalling
for embryonic pattern formation.

P. Formosa and M.I. Miguez
Dept. Estructura i Constituents de la matèria, Universitat de

Barcelona, Barcelona, Spain.

Cells can interact through the binding of proteins at their

membranes and signal, accordingly, to neighbouring cells [1].

This type of cell-to-cell communication, the so-called jux-

tacrine signalling, has been shown to enable the formation of

fine grained patterns of differentiated cells. An interesting case

to study is the Notch signalling pathway related to the neuroge-

netic network in Drosophila [4]. In this case, a minimal model

of two coupled ordinary differential equations per cell has been

proposed in which the activities of the receptor Notch (n) and

its ligand Delta (d) characterize the cell fate cells differentiate

into [2]. Notch inhibits Delta, which in turn activates Notch in

neighbouring cells. For this model, it has been shown that the

homogeneous state can become linearly unstable and a chess

board-like pattern with two types of cells can arise [2]. One cell

type has high and low levels of Notch and Delta activities, re-

spectively, and the other cell type has the opposite: low Notch

and high Delta activities. However, recent experiments have

shown that full-length Delta can diffuse into the extracellular

matrix [3], raising the question of how the pattern is modified

by such a transport. Accordingly, herein we analyse the effect

of diffusive transport on juxtacrine signalling. To this end, we

modify the above mentioned minimal model into :

ṅP = f(d̄P )− nP

ḋP = v{g(nP ) + s∇2
P dP − dP }

where dynamics for Notch (n) and Delta (d) activities of cell

P are detailed. f and g are continuous increasing and decreas-

ing Hill functions, respectively, and d̄P denotes the mean of

the levels of ligand activity in cells adjacent to cell P ; thus

this term is responsible for the intercellular nearest-neighbor

coupling [2]. By means of linear stability analysis and com-

puter simulations of the overall dynamics we show that diffu-

sion does not change the wavelength of the pattern and reduces

the parameter space region where the pattern arises. In ad-

dition, we provide a generic anlysis through a linear stability

analysis of how the wavelength of patterns can be modified.

Notice that juxtacrine signaling involves short-range inhibi-

tion (mediated by Notch) and long-range activation (mediated

by Delta), reminding of Turing-like mechanisms [5,6]. Thus,

our results show that despite the activator Delta increases its

spatial range, the pattern is not altered. By analysing this

and more detailed and complex models, herein we discuss the

analogies and differences of such juxtacrine interaction with

Turing-like dynamics, as well as the effect of coupling diffusive

transport with juxtacrine signalling.
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The photon-atom entanglement dynamics of the
Λ-type atoms in photonic crystal nano-cavities.

N. Foroozani, R. Safaiee and M.M. Golshan
Department of Physics, College of Sciences, Shiraz University,

Iran.

It is well known that quantum entangled states plays an im-

portant role in the field of quantum information theory, par-

ticularly, quantum teleportation, quantum computation, etc.

[1]. The research on the entanglement normally focuses on

two subjects: How the entanglement is implemented and how

it may be quantified. One approach to realize entanglement

for quantum information processing, is cavity quantum elec-

trodynamics [2]. In this approach, the interaction of material

qubits (atomic or electronic quantum states) with a high fi-

nesse optical resonator is used for atom-atom, atom-photon

[2] or photon-photon entanglements [3]. The main challenge

in this approach is to avoid de-coherence induced by the cavity

modes that leak to the environment. An attractive architec-

ture to overcome this obstacle is formed by high-Q, coupled

nano-cavities in a photonic crystal [4]. Photonic crystals are

periodic dielectric structures having photonic band gaps. It

is well known that, because of the complicated dispersions in-

side the photonic crystals and the consequent interferences, the

structure, under specific conditions, does not allow the electro-

magnetic field to propagate [5]. The field energy is, therefore,

mostly trapped inside the crystal.

In the present work, we investigate the dynamics of entangle-

ment for Λ-atoms in a nano-cavity, surrounded by a photonic

crystal. By calculating the time dependent probability ampli-

tudes [5] and using Von Neumann entropy as a measure of en-

tanglement, we show that, when the upper level lies below the

photonic gap, the atom-photon entanglement reaches a steady

value which is expected to be much higher than that in the

V-type models. The reason for such behavior is the fact that

under the aforementioned condition the population of the up-

per atomic level, after a short period of oscillations, becomes

steady [5]. We further present the effect of the photonic band

gap frequency and the detuning on this steady value, showing

how they may be used to control the degree of entanglement.
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Vehicular traffic flow at a non-signalised intersec-
tion.

M.E. Foulaadvand1,2 and S. Belbaasi1

1 Department of Physics, Zanjan University, Iran.
2 Computational physical sciences research laboratory, Depart-

ment of Nano-Sciences, Institute for studies in theoretical Physics

and Mathematics (IPM), Tehran, Iran.

Modelling the dynamics of vehicular traffic flow has consti-

tuted the subject of intensive research by statistical physics

and applied mathematics communities during the past years

[1,2]. While the existing results in the context of highway

traffic seem to need further manipulations in order to find

direct applications, researches on city traffic have more fea-

sibility in practical applications [3,4,5]. Recently, physicists

have paid notable attention to controlling traffic flow at in-

tersections and other traffic designations such as roundabouts

[6,7]. In this respect, our objective is to study some generic

features of vehicular traffic flow at a single intersection. Our

study includes first some aspects of conflicting traffic flows at

an intersection without a traffic light. In this case, approach-

ing cars to the intersection yield to traffic at the perpendicu-

lar direction by adjusting its velocity to a safe value to avoid

collision. The yielding dynamics in the vicinity of the intersec-

tion is implemented by introducing a safety distance Ds. The

approaching cars (nearest cars to the crossing point) should

yield to each other if their distances to the crossing point, de-

noted by d1 and d2 for the first and second street respectively,

are both less than the safety distance Ds. In this case, the

movement priority is given to the car which is closer to the

crossing point. This car adjust its velocity as usual with its

leading car. On the contrary, the further car, which is the one

that should yield, brakes irrespective of its direct gap. Figure

one illustrates the situation. Closed boundary condition is

applied to the streets. Extensive Monte Carlo simulations is

taken into account to find the model characteristics. Our re-

sults suggest that yielding mechanism gives rise to a high total

flow throughout the intersection especially in the low density

regime. In some ranges of densities, yielding mechanism even

improves and regulates the flow in comparison to the absence

of perpendicular flow. It is observed that for small densities in

the west-bound street up to 0.05, the current of north-bound

street rises to its maximum value, then it undergoes a short

rapid decrease after which a lengthy plateau region, where the

current is independent of global density, is formed. Intersec-

tion of two chains makes the intersection point appear as a

site-wise dynamical defective site. It is a well-known fact that

a local defect can affect the low dimensional non-equilibrium

systems on a global scale [8,9,10]. This has been confirmed not

only for simple exclusion process but also for cellular automata

models describing vehicular traffic flow. Next, we consider a

signalised intersection which is controlled under a fixed time

scheme. There is cycle time T which is divided into two parts:

Tg and T − Tg . The light remains green for road A for Tg sec-

onds (red for the perpendicular road B). Then the light turns

into red for road A (green for road B) for the remaining time of

the cycle i.e.; T − Tg seconds. We show the simulation results

for this signalised intersection and will compare them to the

results of the unsignalised scheme. By this comparison, we will

able to quantify the conditions at which the signalised scheme

operates in a more efficient manner.
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Markov processes of nonlinear kinetics.

T.D. Frank
University of Connecticut, Storrs, USA.

Many studies in nonlinear physics make extensive use of non-

linear evolution equations for concentration fields and partic-

ular densities. The underlying stochastic processes in these

cases can often be represented by means of nonlinear kinetic

equations such as Vlasov equations, nonlinear drift diffusion

equations, and nonlinear Fokker-Planck equations. Fundamen-

tal examples in this regard are the Desai-Zwanzig model [1], the

Kuramoto model [2] and the nonlinear Fokker-Planck equation

introduced by Plastino and Plastino [3] in the context of Tsal-

lis statistics [4]. However only very little studies attempt to go

beyond first-order statistics. The reason for this seems to be

that in physics a key concept is not well-known: the theory of

nonlinear Markov processes. In contrast, in the mathematical

literature this concept has been studied for several decades. In

the talk we will clarify the difference between linear and non-

linear Markov processes. To this end we review some previous

work on nonlinear Fokker-Planck equations [5] and discuss it

in the context of nonlinear Markov processes. We will con-

struct Green functions that represent conditional probability

densities and admit to built up the complete hierarchy of joint

probability densities. This hierarchy in turn is needed to char-

acterize a stochastic process. In the case of nonlinear Markov

processes these Green functions can be used to write nonlin-

ear kinetic equations in terms of nonlinear integral equations.

That is, these Green functions give rise to integral equations

that are equivalent to nonlinear partial differential equations

given in terms of Vlasov equations, nonlinear drift diffusion

equations, and nonlinear Fokker-Planck equations. Finally, we

will argue that nonlinear Markov processes are at the heart of

nonlinear physics and self-organization.

[1] Desai et al., J. Stat. Phys. 19, 1 (1978).

[2] Kuramoto, Chemical oscillations, waves and turbulence,

(Springer 1984).

[3] Plastino et al., Physica A 222, 347 (1995).

[4] Tsallis, J. Stat. Phys. 52, 479 (1988).

[5] Frank, Nonlinear Fokker-Planck equation, (Springer,

2005).



38 Orthodox Academy of Crete, Kolympari - Greece 14 - 18 July 2008

Self organization of social hierarchy and village
in a democratic challenging society.

R. Fujie and T. Odagaki
Department of Physics, Kyushu University, Japan.

Social structure such as emergence of winners and losers in

human beings and animals originates from non-linear interac-

tion among individuals who have their own assets. We modify

the model introduced by Bonabeau et al. [1] to incorporate

the trend of societies, and investigate emergence of hierarchies

and villages.

In their model, each individual is assumed to have its own

power as an internal state. The basic processes are random

walk, fighting when two individuals meet in which the winner

(loser) gets (loses) its power and the winning probability de-

pends on the difference in their power, and relaxation of power.

We study a democratic challenging society, where warlike in-

dividuals challenge the strongest among their neighbors and

perform random walk in random order. We show that the tran-

sition occurs in two steps as the population is increased and

that two different hierarchical societies exist. The transition

from egalitarian state to first hierarchical state is continuous,

and the society can be characterized with widespread winning

probability. The second hierarchical state emerges discontinu-

ously and consists of a small number of extreme winners and

many intermidiates and losers. In the second hierarchical so-

ciety, a giant village which has a layered structure is formed

and some losers stray around the village. Moreover, when the

relaxation rate of power is large, we observe only one transi-

tion from egalitarian to the second hierarchical state.

We also show that there are clear differences between our re-

sults and the features of the feudal challenging society [2] where

warlike individuals perform random walk in a preassigned se-

quence. In the feudal system, the hierarchical society and some

villages emerge as a single discontinuous transition, and the

villages have the intricate structure consisting of winners and

losers. These discrepancies are caused by only the difference

in the diffusion rule.

[1] E. Bonabeau, G. Theraulaz and J.-L. Deneubourg, Physica
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Large-scale structure of production network and
Chain of bankruptcy in Japan.

Y. Fujiwara
NiCT/ATR CIS Applied Network Science Lab, Kyoto, Japan.

Production network in economics refers to a line of economic

activities in which firms buy intermediate goods from “up-

stream” firms, put added-values on them, and sell the goods

to “downstream” firms. Net sum of added values in the whole

network is basically the net total production in a nation, that

is, gross domestic product (GDP). The entire line of these pro-

cesses of putting added-values in turn, therefore, forms a giant

web of production ranging from upstream to downstream, fi-

nally down to consumers.

Although there are insightful models of production network in-

cluding inventory dynamics [1], suppliers/customers dynamics

[2], and credit-chain model [3]. These works are, unfortunately,

not based on any empirical study on the structure of produc-

tion network. It is highly desirable to investigate the structure

on a nation-wide scale to develop these insightful models, but

such a study has been considered only a formidable task so far.

We study a nation-wide production network comprising a mil-

lion of firms and millions of supplier-customer links by using

recent statistical methods developed in physics. We show in

the empirical analysis scale-free degree distribution, disassorta-

tivity, correlation to firm-size, and community structure having

sectoral and regional modules. We also examine firms’ growth

and temporal change of the network. Since suppliers usually

provide credit to their customers, who supply to theirs in turn,

each link is actually a creditor-debtor relation. We also study

chains of failures or bankruptcies that take place along those

relations in the network as a dynamics of avalanches.

This work is based on the paper [4].
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A comparative study of the effects of quenched
bond randomness in 2D spin models.

N.G. Fytas and A. Malakis

Department of Physics, Section of Solid State Physics, University

of Athens, Greece.

We investigate, by means of extensive Monte Carlo simula-

tions, the effects of quenched bond randomness in the self-

averaging properties and the scaling behavior of the specific

heat of 2D square Ising models. In particular, we perform a

comparative study between the well-known, but still contro-

versial, case of the random bond Ising model and the ran-

dom bond Ising model with nearest- (Jnn) and next-nearest-

neighbor (Jnnn) antiferromagnetic interactions. For the latter

model we consider the case R = Jnn/Jnnn = 1, for which the

competitive nature of interactions produces a sublattice or-

dering known as superantiferromagnetism (SAF) [1]. For this

value of R the pure system undergoes a clear second-order

phase transition (from the SAF state to the paramagnetic

state) with a positive specific heat exponent [1]. Therefore,

the disorder version of this model, called hereafter as random

bond SAF model, is a desirable case to study bond random-

ness effects, since according to the Harris criterion, it is ex-

pected, at least for R = 1, to reach a new critical behavior.

The numerical scheme we implement closely follows our re-

cent Wang-Landau [2] implementations of an energy restricted

sampling, appropriately adapted to the study of systems with

complicated free-energy landscapes [3]. We impose periodic

boundary conditions on square lattices with linear sizes L in

the range L = 20 − 120 and repeatedly simulate large ensem-

bles or disorder realizations. Using various finite-size measures,

such as the scaling behavior of the width of the distribution of

the sample dependent pseudocritical temperatures and prop-

erly defined noise to signal ratios [4], we address the issue of

self-averaging of the models in terms of characteristic thermo-

dynamic quantities, such as the specific heat and the magnetic
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susceptibility. Subsequently, we inspect the scaling behavior of

the specific heat maxima. For the marginal case of the random

bond Ising model we discuss possible crossover effects, whereas

for the random bond SAF model, strong disorder effects are

manifested in a clear saturation of the specific heat, reflecting

the sensitivity of the microscopic interactions, responsible for

the SAF ordering, to bond randomness. These latter effects

are much more dramatic than those already observed in other

2D random bond spin models, such as the 2D random bond

three-state Potts ferromagnet [5].
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Invasion percolation and the time scaling behav-
ior of a queueing model of human dynamics.

A. Gabrielli

SMC - INFM/CNR, Dipartimento di Fisica, Università “La

Sapienza”, Rome, Italy.

In this talk we present our results about a recently pro-

posed model of queueing theory for human dynamics by A.

L. Barabasi and collaborators [1,2]. The model deals with the

dynamics of a list of tasks with random priority indeces in

which the execution protocol of the tasks is priority driven,

the execution is instantaneous, and such that once a task is

executed, it is removed and replaced in the list by one or more

other tasks again with random priorities. The most important

quantity to study is the waiting time probability distribution

(WTPD) for a generic task in the list before being executed.

The main feature of the WTPD for this model consists in a

decaying power law behavior when at any time-step only the

task with the highest priority at that time is executed. How-

ever the large time scaling behavior of this quantity at the

stationary state differs in the two cases of task lists with fixed

or variable length. In the first case, in fact, the stationary

WTPD looks to be characterized by a fat tail with exponent

−1 when at each time-step the highest priority task is executed

with probability p approaching to 1. In the second case instead

the exponent is −3/2. For both cases we show that arguments

from both diffusion and percolation theory allow to describe

accurately the list dynamics in and out of stationarity and to

determine the scaling behavior of the WTPD. In particular an

exact mapping of the task list dynamics to Invasion Percola-

tion (IP), respectively in one dimension and on a Caley tree,

permits to associate the list dynamics to the evolution through

critical avalanches of IP whose size distribution and hierarchi-

cal structure permits to derive the aforementioned exponents

[3,4].
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Disorder and critical phenomena.

B.R. Gadjiev
International University for Nature, Society and Man, Dubna,

Russia.

In the present paper we are discussing the influence of the

fractal distribution of defects on the critical behavior of the

system. Investigation of defect influence on the physical prop-

erties of crystals near phase transitions is a present-day prob-

lem of statistical physics. Theoretical approaches mainly con-

sider single-domain crystals with a homogeneous distribution

of defects in the structure. However the conditions of crys-

tal growth generate an inhomogeneous distribution of defects

[1]. For the latter case, we are able to extend the Landau-

Khalatnikov equation for the order parameter and represent it

in the form of a differential equation of the fractional order.

With this equation solved, it is possible to define the tempera-

ture dependence of the imaginary part dielectric susceptibility

and the temperature dependence of this curve’s maxima, i.e.

modes that accompany phase transition. We also obtain the

energy spectrum and derive the corresponding renormalization

group equation, and define from its analysis the system critical

indexes near the phase transition. In our analysis renormal-

ization group equation it is possible to use as a small param-

eter a module of difference between the fractal dimension of

the structure and the nearest integer. We have obtained ex-

plicit dependences of critical indexes on the fractal dimension

of structure. We consider a case when the equation of motion

for the order parameter contain at the same time influences of

defects of type a random field and a random temperature and

we show, that it can leads to change of distribution function

from Gibbs distribution to Tsallis distribution or more the gen-

eral statistics q-type [2]. We deduce and solve corresponding

renormalization group equation and calculate the critical in-

dexes of corresponding system. We show that our result allows

understanding the reason of the change of temperature depen-

dences of thermodynamic functions induced by the change of

concentration of the defects widely observed in the magnetic

crystals with a variable composition.
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Phase ordering in eukaryotic directional sensing.

A. Gamba
Dipartimento di Matematica, Politecnico di Torino, Italy.

The cells of multicellular organisms are endowed with a chemi-

cal compass of amazing sensitivity, formed as a result of billions

of years of evolution. Concentration differences of the order of

a few percent in the extracellular soluble attractant chemicals

from side to side are sufficient to induce a chemical polarization

of the membrane leading to cell migration towards the signal

source. This way, a sensible amplifier of slight gradients in the

distribution of chemicals in the surrounding environment is re-

alized. Its relevance is easily understood if one recognizes that

no multicellular organism could exist without the constituent

cells being able to organize themselves following chemical cues.
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The directional sensing process is initiated by the early chemi-

cal polarization of the cell membrane into two sharply defined

domains, populated by different phospholipid molecules and

oriented along the signal anisotropy. It has been realized re-

cently that this early polarization process is the result of a

phase-separation instability in a well-characterized network of

diffusion-controlled chemical reactions [1]. A universal descrip-

tion of this early symmetry breaking process can be given, re-

sorting to the theory of domain coarsening in first-order phase

transitions [2]. This description implies the existence of two

clearly separated polarization regimes depending on the pres-

ence or absence of a gradient in the activation pattern pro-

duced by the extracellular attractant factor, and the existence

of a sensitivity threshold for the anisotropic component. Sim-

ple scaling laws are found, linking the polarization time to the

amplitude of the applied gradient: the polarization time tε in

the presence of an anisotropic extracellular signal depends on

the anisotropy degree ε of the signal through the power law

tε ∝ ε−2. Moreover, in a cell of radius R there should ex-

ist a threshold value εth ∝ R−1 for the smallest detectable

anisotropy, a fact which may explain why spatial directional

sensing developed in eukaryotic cells and not in bacteria, which

are in average one order of magnitude smaller.
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Genus distributions for extended matrix models
of RNA.

I. Garg and N. Deo

Department of Physics and Astrophysics, University of Delhi,

India.

RNA (Ribose Nucleic Acid) is the only known biomolecule

which plays the dual role of being a carrier of genetic in-

formation and an enzyme in important biological reactions.

The folding-unfolding dynamics, kinetics, types of structures

of RNA etc under varying conditions have kept scientists busy

for quite some time. Inside a cell, RNA’s are subject to struc-

tural changes due to various processes like transcription and

translation. A random matrix model of RNA folding counts

the total number of possible structures and gives the classifi-

cation for a given length of the polymer [1,2]. However, the

number of structures that have been discovered are a very small

subset of these vast number of structures.

We construct and study an extended random matrix model of

RNA (polymer) folding based on the model in [1,2]. A pertur-

bation which acts on all the nucleotides in the chain is added

to the action of the RNA partition function. A parameter α

(α is the ratio of the strengths of the original and perturbed

term in the action) is found explicitly in the extended ma-

trix model (RNA-EMM). The effect of the perturbation (in

terms of variation of α) on the partition function and the

genus distributions is studied. For α = 0, the extended matrix

model (RNA-EMM) reduces to the model in [1]. We find for

α = 1, the partition functions for odd lengths of the polymer

chain vanish completely. This brings significant changes in the

genus distributions in terms of the number of structures and

the shape of the distribution as compared with the results of

the model in [1].

This perturbation is able to distinguish between the paired

and the unpaired bases. In the Feynmann diagrams corre-

sponding to the extended matrix model, each unpaired base

in the polymer chain is associated with a factor of (1 − α).

For α = 1, the partition function and genus distribution for

odd lengths vanish and the partition function is non-zero for

even lengths where only those structures remain which have

fully paired bases. We refer to the transition at α = 1 as

a “structural transition” from an “unpaired base phase” to a

“completely paired base phase”. The perturbation has thus

created a phase where RNA structures with a limited biologi-

cal activity (as only structures with paired bases are possible)

are separated out from the otherwise possible vast number of

structures (where structures with both paired and unpaired

bases are possible).
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Bosonic correlations in weighted networks.

D. Garlaschelli1 and M.I. Loffredo2

1Dipartimento di Fisica, Università di Siena, Italy.
2Dipartimento di Scienze Matematiche ed Informatiche, Univer-

sità di Siena, Italy.

All the empirical results indentifying complex patterns in real

networks rely on underlying assumptions on the correct null

hypotheses. As our understanding of the correct null models

improves, our picture of network structure evolves [1]. Correla-

tions are detected by comparing an observed property with the

behaviour expected in the uncorrelated or null case. Therefore,

the choice of the correct null model is of fundamental impor-

tance.

In unweighted networks, many properties which were first in-

terpreted as nontrivial were later shown to be merely due to

a lower–level structure of the graph [2,3]. For instance, even

under the null hypothesis of statistically independent links,

unavoidable structural correlations were shown to arise in un-

weighted networks. In particular, it was shown that even max-

imally random networks with specified degree sequence are un-

avoidably biased towards disassortativity (the average nearest–

neighbors degree knn
i decreases with the degree ki) and hierar-

chy (the clustering coefficient ci decreases with ki) [2,3]. This is

due to an effective repulsion between vertices with large degree,

which can be connected by at most one link, and this is in some

sense ‘less’ than expected by randomly matching them. Thus

the local properties alone determine higher–order structural

correlations, and purely uncorrelated unweighted networks do

not exist.

Since structural correlations are due to the ‘Fermionic’ con-

straint that at most one link exists between two vertices [3]

in unweighted networks, they are unexpected for weighted

graphs, where large weights (equivalent to multiple edges) are

allowed. However, here we show that significant structural

constraints (stronger than previously believed [4]) are present

in weighted networks as well, as a result of their ‘Bosonic’

or more generally ‘mixed’ nature. We show that all the null

models that have been proposed for weighted networks can be

fully characterized at a microscopic level. This allows us to ob-

tain analytically the correct null hypotheses for topological and

weighted properties. Remarkably, we find that these Bosonic
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correlations correspond to a type of weighted structural con-

straints biasing many properties in a direction opposite to what

happens in the unweighted case.

Our results show that the correct null behaviour of weighted

quantities is different from what previously believed [4,5]. This

clearly indicates that the definition of new unbiased measures

is necessary for weighted networks.
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Towards a rigorous derivation of quantum kinetic
equations.

V.I. Gerasimenko

Institute of Mathematics NAS of Ukraine, Kyiv.

We discuss possible approaches to the problem of a rigor-

ous derivation of quantum kinetic equations from underlying

quantum many-particle dynamics. The current hypothesis on

this problem consists in the following. Since the evolution of

states of infinitely many particles is generally described by se-

quences of n-particle density operators (marginal density ma-

trices), which are a solution of the initial-value problem to the

quantum BBGKY hierarchy [1], then the evolution can be ef-

fectively described by the one-particle density operator, which

satisfies the kinetic equation, only in a suitable scaling limit

(for instance, in the mean field limit). We demonstrate that

in fact, if the initial data are completely defined by the one-

particle density operator, then all possible states of infinitely

many particles at arbitrary instant of time can be described

within the framework of the one-particle density operator with-

out any approximations.

For that we construct a new representation of a solution of the

initial-value problem to the quantum BBGKY hierarchy as an

expansion in terms of particle clusters whose evolution are gov-

erned by the corresponding order cumulant (semi-invariant) of

evolution operators of finitely many particles [2,3]. For the

initial data from the space of trace class operators satisfying

the “chaos” property in the case of the Maxwell-Boltzmann

statistics we prove that the Cauchy problem to the quantum

BBGKY hierarchy is equivalent to the corresponding initial-

value problem for certain generalized quantum kinetic equa-

tion and an infinite sequence of explicitly defined functionals

depending from a solution of this generalized quantum kinetic

equation. The specific quantum kinetic equations such as the

quantum Boltzmann equation and other ones, can be derived

from the constructed kinetic equation in the appropriate scal-

ing limits.
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Evolution of correlations of quantum many-
particle systems.

V.I. Gerasimenko1 and V.O. Shtyk2

1 Institute of Mathematics of NAS of Ukraine.
2 Bogolyubov Institute for Theoretical Physics of NAS of Ukraine.

We discuss the origin of the microscopic description of cor-

relations in quantum systems. It is well known that there

are various possibilities to describe the evolution of states of

quantum many-particle systems. The sequence of the von Neu-

mann equations for density operators, the BBGKY hierarchy

for marginal density operators and the BBGKY hierarchy for

marginal correlation operators give the equivalent approaches

for the description of the evolution of finitely many particles.

For correlation operators that give the alternative description

of the quantum state evolution of many-particle systems, we

deduce the von Neumann hierarchy of nonlinear equations for

the general type of an interaction potential. The von Neumann

hierarchy for correlation operators can be a foundation for the

description of the quantum dynamics instead of the von Neu-

mann equations for density operators.

A solution of the von Neumann hierarchy is constructed in

the form of an expansion over particle clusters whose evolu-

tion is described by the corresponding order cumulant (semi-

invariant) of evolution operators of the von Neumann equa-

tions for the density operators. We prove that constructed

solution generates a group of nonlinear operators of the class

C0 on the space of trace class operators. We establish typical

properties of cumulants. The concept of cumulants of evolu-

tion operators forms the basis for the solution expansions of

various evolution equations of quantum systems of particles, in

particular, the BBGKY hierarchy for infinitely many particles.

For the initial data from the space of sequences of trace class

operators the existence of a strong and a weak solution of the

Cauchy problem to the von Neumann hierarchy is proved.

We also discuss the relationships of the von Neumann hierar-

chy solution both with the solution of the BBGKY hierarchy

and with the marginal correlation operators, i.e. with the so-

lutions of the hierarchies of evolution equations of infinitely

many quantum particles.

[1] V.I. Gerasimenko and V.O. Shtyk, The von Neumann hier-

archy for correlation operators of quantum many-particle sys-

tems, arXiv:0712.4336v1[math-ph].
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In recent years, considerable research has been devoted to the

study of seismic data that carry information about the complex

events that lead to earthquakes. Several important character-

istics of earthquakes have been discovered. Recently, Saichev

and Sornette demonstrated that the earthquakes inter-events

times have a universal distribution. By analyzing theoretically

the earthquakes recurrence times using a formulation based

on the probability generating functions, and assuming that all

earthquakes are similar (making no distinction between the

foreshocks, main shocks, and aftershocks), Saichev and Sor-

nette derived analytically specific predictions for the proba-

bility density function (PDF) of the recurrence time between

earthquakes in a single homogeneous region, as well as for mul-

tiple regions. In particular, they showed that, the scaling laws

of the inter-event times do not reveal more information than

what is already provided by the well-known laws of seismic-

ity, namely, the Gutenberg-Richter and the (modified) Omori

laws. Their theory accounts quantitatively for the empirical

power laws suggested by Bak et al. and Corral. Saichev and

Sornette also showed that the empirical statistics of the inter-

events times result from subtle crossovers, rather than being

genuine asymptotic scaling laws, and that universality does

not strictly hold for such power laws. The existence of power

laws and scaleinvariant properties in the spatial-temporal data

series of earthquakes indicate the presence of a fractal-like be-

havior. Thus, studies of fractal properties of the data for earth-

quakes have been quite common in recent years. In this note,

we study the statistical and scaling properties of the Califor-

nia earthquakes’ inter-events over a period of recent 40 years.

To detect long-term correlations behavior, we apply detrended

fluctuation analysis (DFA), which can systematically detect

and overcome nonstationarities in the data set at all time scale.

We calculate for various earthquakes with magnitudes larger

than a given M. The results indicated that the Hurst expo-

nent decreases with increasing M ; characterized by a Hurst

exponent, which is given by, H = 0.55 + 0.68/M , indicating

that for events with very large magnitudes, M have a Hurst

exponent asymptotically approaching 0.50, which is for inde-

pendent events.
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On the statistics of a few body Hamiltonian
system at the edge of chaos.
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We reconsider here the stochastic properties of a class of

gauge theories having remarkable geometric features, namely

the so called topologically massive gauge theories introduced

by Schonfeld, Deser, Jackiw and Templeton[1,2]. In these

(2+1) theories it is possible to give a mass to a vector field

without spontaneously breaking the symmetry. The topolog-

ical mass term, in the form of a Chern-Simons density, is in

fact quantized by gauge invariance in relevant cases. We re-

visit a work we did years ago, devoted to the study of chaos

in Yang-Mills theories [3,4]. The field theoretic model is not

considered here for its relevance in the mathematical study

of fundamental interactions, but as a model of hamiltonian

microcanonical dynamics where mixing is controlled by two

integrals of motions and by a specific nonlinearity. Our initial

motivation has been the search for peculiar ergodic properties

induced by the geometric constraints of the theory. Under a

classic assumption of spatial homogeneity of the fields and in

a particular gauge, the dynamics of the fields is represented, in

the case we consider, by the classical motion of three particles,

confined in a plane perpendicular to a background magnetic

field. The three particles are nonlinearly coupled by a quar-

tic potential. The microcanonical dynamics of the model is

controlled by two conserved quantities, total energy and an-

gular momentum. The dynamics is very rich and it displays

a transition regime, between order and chaos, which suggests

a complex structure of the phase space of the system with an

interwoven coexistence of regular and irregular motions. The

aim of this presentation is to further investigate the dynamics

of the model and its statistics in the transition regime, where a

peculiar production of entropy is revealed. A characterization

of the regularity and irregularity of the motion will be done

through the evaluation of the Lyapounov exponents, of power

spectra and singularity distribution functions.

[1] J.F. Schoenfeld, Nucl. Phys. B 185, 157 (1981).
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The phase diagram of a bilayer Ising model.

M. Gitterman and E. Sloutskin
Department of Physics, Bar Ilan University, Israel.

The rapid progress of surface-specific experimental techniques

in the last decade resulted in the discovery of numerous new

phenomena which occur at interfaces. In addition to the well-

known “surface freezing” phenomenon, the surface-induced or-

dering phenomena, forming, in some cases bilayers, were ob-

served in liquid metals, liquid crystals, molten salts, mem-

branes of biological cells, etc. Therefore, the theoretical study
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of the phase diagram and dynamic behavior of the bilayers is

of great importance. For the analysis of the phase diagram of a

bilayer, we use the two-dimensional Ising model with different

in-plane and inter-layer interactions [1]. The simple method

of an estimate of the critical temperature of the Ising model

[2] has been used. The critical behavior is discussed and the

problem is shown to belong to the two-dimensional Ising uni-

versality class for any given values of the inter-layer interac-

tion. Indeed, the addition of the second layer changes the

local environment of a spin in the first layer, and thus the

critical temperature will be altered. On the other hand, the

critical exponents, which determine the asymptotic behavior

of the thermodynamic quantities, cannot be influenced by the

changes at distances shorter than the correlation length. Far

from criticality, the correlation length can be of order of the

thickness of the n-layer system or smaller, and thus the behav-

ior of the system may differ from that of the two-dimensional

Ising lattice. However, upon approaching criticality the corre-

lation length diverges to values much larger than the thickness

of the n-layer system. The system’s finite thickness ceases to

matter, and the universal two-dimensional Ising behavior is re-

covered.

We study also the phase diagrams of bond-diluted bilayers.

In the absence of short-range spatial correlations between the

diluted bonds, the phase diagram is the same as that of the

non-diluted model, while in presence of these correlations the

critical temperature is obtained by means of Bethe approxi-

mation.

Results are compared with those obtained by mean-field and

renormalization group approaches, and verified by comparison

to earlier results obtained by computer simulations, pertur-

bation series expansion, Bethe-tree approximations and other

methods. The model describes a “surface phase” produced

by a crystalline monolayer at the free surface of alkane [3] and

some other surface-induced ordering phenomena. The possible

applications include a molecular junction.

[1] E. Sloutskin and M. Gitterman, Physica A 376, 337 (2007).
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The Levy sections theorem applied to econohysics.
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Recently the study of complex systems has attracted the at-

tention of a growing number of physicists. Scaling laws, self-

organized criticality, self-similarity, and fractals, just to name

a few, have been found in fields as diverse as biology and eco-

nomics. These phenomena have created the need for a general

theoretical framework to explain them coherently through a

physics of complex systems.

A branch known as econophysics attempted to explain the self-

similarity and fat tails observed in financial distributions that

can be responsible for a variety of behaviors [1]. Here one ma-

jor contribution was Mantegna and Stanley’s truncated Levy

flight, which takes into account both the departures from the

classical central limit theorem and the presence of scaling laws.

In this work we suggest an alternative approach based on the

Levy sections theorem [2]. The classical central limit theorem

does not take chains of random variables that are dependent

into account. Yet the Levy sections theorem is stated under

Levy’s generalization of the classical central limit theorem to

encompass dependent variables. The Levy sections theorem

is not to be confused with his stable distribution of infinite

variance. Levy also employed his notion of sections to out-

line a proof for the generalization of the classical central limit

theorem in order to consider the sums of dependent random

variables [3].

Taking Levy sections amounts basically to using the inverse of

the predictable quadratic variation as a random time change to

transform a given process into a Gaussian one. And every con-

tinuous martingale is a time-changed Wiener process, where

the time change is the quadratic variation. This is known as

the Dambis-Dubins-Schwarz theorem. Also every semimartin-

gale is a time-changed Wiener process. At first, the last result

can be employed for discrete time processes (time series). And

in particular, asset prices can be considered as time-changed

Wiener processes. This work thus extends the Levy sections

theorem’s approach to time series. And we take historical daily

returns of selected dollar exchange rates from both developed

and emerging markets to illustrate our case. By using the Levy

sections to account for local volatilities we find universal pat-

terns in the random behavior of actual financial series. Indeed

we explain their stylized fact of elevated kurtosis by the volatil-

ities. And the extra elevated kurtosis of emerging markets is

explained by the duration of exchange rate pegs. The longer

foreign exchange intervention is, the greater the kurtosis. One

can then build a gauge of exchange rate peg duration based

on the kurtosis. In the end, our extension of the Levy sections

theorem provides an approach that is simpler than the more

common explicit modeling of fat tails and dependence.

The main purpose of this paper is to build up a technique

based on the sections that allows one to artificially remove the

fat tails and dependence present in a data set, and then com-

pare this set with a Gaussian one, only to realize that both

data sets become very similar if analyzed through the lenses

of the Levy sections theorem.

[1] R.N. Mantegna and E. Stanley, Scaling Behavior in the dy-

namics of an economic index, Nature 376, 46 (1995).
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Quantum computation of populations dynamics
of the resonant levels for atomic and nuclear
ensembles in a laser pulse: optical bi-stability
effect and nuclear quantum optics.
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E.P. Gurnitskaya2
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Troitsk, Moscow reg., Russia.
2Odessos University, Ukraine.

Present paper has for an object (i) to carry out numerical

quantum computation of a temporal dynamics of populations’

differences at the resonant levels of atoms and nuclei in a large-

density medium in a non-rectangular form laser pulse and (ii)

to determine possibilities that features of the effect of inter-

nal optical bi-stability at the adiabatically slow modification
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of effective filed intensity appear in the sought dynamics. It is

known that the dipole-dipole interaction of atoms in dense res-

onant mediums causes the internal optical bi-stability at the

adiabatically slow modification of radiation intensity. The ex-

perimental discovery of bistable co-operative luminescence in

some matters, in crystal of Cs3Y2Br9Y b3 particularly, showed

that an ensemble of resonant atoms with high density can man-

ifest the effect of optical bi-stability in the field of strong laser

emission. The Z-shaped effect is actually caused by the first-

type phase transfer. On basis of the modified Bloch equations,

we simulate numerically a temporal dynamics of populations

differences at the resonant levels of atoms in the field of pulse

with the non-rectangular cosh form. Furthermore, we compare

our outcomes with the similar results, where there are con-

sidered the interaction between the ensemble of high-density

atoms and the rectangularly- and sinusoidally-shaped pulses.

The modified Bloch equations describe the interaction of res-

onance radiation with the ensemble of two-level atoms taking

into account the dipole-dipole interaction of atoms [1,2]. A fun-

damental aspect lies in the advanced possibility that features

of the effect of internal optical bi-stability at the adiabatically

slow modification of effective filed intensity for pulse of cosh

form, in contrast to the pulses of rectangular form, appear in

the temporal dynamics of populations differences at the reso-

nant levels of atoms. Modelling nuclear ensembles in a super

strong laser field provides opening the field of nuclear quantum

optics [3].
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Non-linear prediction statistical method in fore-
cast of atmospheric pollutants.
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During the last two decades, many studies treated chaos the-

ory with respect to various dynamical systems. It is naturally

that an attention of ecologists was attracted the new methodol-

ogy. Nevertheless, the studies of chaos that was applied to time

series of atmospheric pollutants are few in number, and their

outcomes are ambiguous. For example, Lanfredi and Mach-

hiato (1997) not concluded the presence of low-dimensional

chaos in the time series of some air constituents; Palu et al.

(2001) showed that the forecast skill improves if the non-linear

methods are used to predict the ozone concentrations; the

PM10 concentrations that were predicted by Chelani (2005)

are quite successful. In other words, the use of chaos theory

and non-linear short-range forecast of atmospheric pollutants

are in principle possible, but time series of air constituents are

by no means always chaotic. Therefore, the present study is

two-aimed: (1) to identify the chaos in the hourly time se-

ries of nitrogen dioxide (NO2) and sulfurous anhydride (SO2)

at two sites in Gdansk (Poland) during the 2003, and (2) to

forecast the concentrations of these pollutants using the non-

linear prediction method. The length of series is 8760. To

identify the chaos in the time series, the following methods are

applied. (1) To determine time delays, the concept of mutual

information is used; (2) To determine attractor dimensions, we

apply both the correlation integral method and the false near-

est neighbours algorithm; (3) To refine the obtained results,

we use surrogate data sets; (4) We evaluate Lyapunov expo-

nents as the dynamic invariants of chaotic system. In spite

of the fact that the correlation integral method provides the

relatively small attractor dimensions, both the surrogate data

method and the false nearest neighbours algorithm assert that

the more reliable dE for all datasets is 6. Such a value for the

embedding dimension is comparatively large, but still indicates

the presence of low-dimensional chaos in the studied time se-

ries. Also, two positive Lyapunov exponents validate the pre-

vious outcome. The sum of positive Laypunov exponents is the

Kolmogorov entropy which is in turn inversely proportional to

the predictability limits. In our case, these limits vary from

about three to four days. Using the results of previous anal-

ysis, we apply the non-linear prediction method and compare

the predicted values with both last one hundred data and nine

hundred random data in the series. As an example, the real

and predicted concentrations of NO2 , SO2 etc in Gdansk and

Odessa regions are presented. Our results can be considered

as an example of quite satisfactory short-range forecast for the

air pollutants in the industrial city. Let us note that the pre-

dicted values using the non-linear method are close to the real

data in the case of abrupt changes of concentrations; at least,

all tendencies to the increase or decrease are uncovered.
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Cold-atom realizations of a generalized Kicked-
Harper model and accelerating quantum ratchet
transport without a bichromatic optical lattice.
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Hofstadter’s butterfly spectrum [1,2] are of fundamental inter-

est to many research areas, including studies of quantum Hall

effect, quantum phase transition, high-temperature supercon-

ductivity, and quantum chaos, etc. Systems with a butterfly

spectrum are also of interest to studies of quantum phase tran-

sition insofar as they can display an infinite number of phases

when some external parameters are scanned.

Hofstadter’s butterfly can also emerge in the quasi-energy spec-

trum of periodically driven systems. One important model

is the so-called kicked Harper model, adapted from the well-

known Harper model [2] by considering a delta-kicking po-
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tential. The kicked Harper model has been a paradigm in

understanding (i) how a fractal quasi-energy spectrum affects

the quantum dynamics and (ii) how the underlying classical

nonlinear dynamics affects the butterfly. Despite this signifi-

cant role in understanding quantum nonlinear dynamics and

despite couple of previous experimental proposals, the kicked

Harper model has not been realized experimentally.

Using a dilute Bose-Einstein condensate periodically kicked by

a certain sequence of pulsed optical lattice potentials, we show

how a variant of the kicked Harper model with Hofstadter’s

butterfly quasi-energy spectrum can be realized in a rather

straightforward manner [3]. Our proposal only requires slight

modifications of existing cold-atom experiments on a different

paradigm of nonlinear mapping systems, namely, the kicked-

rotor model. Theoretically, upon a canonical transformation

the classical limit of the variant of the kicked Harper model we

obtain is identical with the standard classical kicked Harper

model. Indeed, the butterfly spectrum associated with our re-

alization is almost indistinguishable from the standard result

previously calculated for the kicked Harper model. As such, a

direct connection between two paradigms of quantum and clas-

sical chaos, i.e., the kicked rotor model and the kicked Harper

model, is hence established for the first time. The results are

expected to open up a new generation of cold-atom exper-

iments on quantum nonlinear dynamics and motivate more

theoretical interests in periodically driven systems with Hofs-

tadter’s butterfly quasi-energy spectrum.

Our approach can be extended to realize an entire class of gen-

eralized kicked Harper models. Based on such extensions we

further propose an intriguing cold-atom realization of a quan-

tum ratchet accelerator [4]. Unlike previous scenarios for the

generation of quantum ratchet transport, here we show that

quantum ratchet current can increase linearly with time with-

out the use of a bichromatic optical lattice. The results are of

immediate experimental interest [5].
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Stochastic modeling of trading activity and
volatility in financial markets.
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We present generalization of the point process models for

the Poissonian-like processes with slowly diffusing mean in-

terevent time [1] and adjust the parameters of the model to

the empirical data of trading activity and volatility in the fi-

nancial markets [2,3], reproducing the probability density func-

tion (PDF) and the power spectral density (PSD). Such point

process is stochastic and defined by the stochastic interevent

time τk = tk+1− tk, with tk being the occurrence times of the

events. We model the flow of trades in the financial markets as

Poissonian-like process driven by the multiplicative stochastic

equation, i.e., define the rate n = 1/τ of this process by the

continuous stochastic differential equation

dn = σ2
[
(1− γσ) +

m

2

(n0

n

)m] n4

(nε+ 1)2
dt+

σn5/2

(nε+ 1)
dW .

(1)

This SDE with the Wiener noise W describes the diffusion

of the stochastic rate n restricted in some area: from the

side of the low values by the term m(n0/n)m/2 and from

the side of high values by the relaxation γσ . The general re-

laxation factor σ2n4/(nε + 1)2dt is keyed with multiplicative

noise σn5/2/(nε+ 1)dW to ensure the power-law distribution

of n. The multiplicative noise is combined of two powers to

ensure the spectral density of n with two power law expo-

nents. A parameter ε defines the crossover between two areas

of n diffusion. For more details see [2,3]. Equation (1) models

stochastic rate n with two power-law statistics, i.e., PDF and

PSD, reproducing the empirical data of the trading activity

in the financial markets. In this contribution we generalize

the stochastic model to reproduce statistical properties of the

return volatility observed in NYSE.
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Shock waves in reactive mixtures.
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Dipartimento di Matematica, Università di Parma, Italy.

The shock structure problem for a chemically reacting gas

mixture may be investigated at kinetic level as well as at

fluid-dynamic level. We consider a four component mixture

of species Ai, i = 1, . . . , 4, colliding among themselves and

undergoing the reversible reaction A1 + A2 
 A3 + A4, that

may be described at the kinetic level, according to the model

proposed in [1] and [2], by a set of nonlinear integrodifferen-

tial Boltzmann-like equations. The collision term may be split

into its mechanical and chemical parts, provided by suitable

integral operators accounting for, together with the usual con-

servation laws, also exchange of mass and of energy of chemi-

cal bond in a chemical reaction. Existence of an H-functional

has been proven, yielding also collision equilibria as a seven-

parameter family of Gaussian distributions, with number den-

sities related by the well known mass action law. A proper

hydrodynamic closure at Euler level can be deduced from the

kinetic model, with reference to situations close to thermal

equilibrium in case of slow chemical reaction. Such simplifica-

tion retains the most important features of the kinetic level, in

particular exact conservation equations and mass action law at

equilibrium. The shock structure for the four component gas

mixture is investigated in one space dimension with reference

to the Rankine-Hugoniot conditions linking the upstream (−)

and downstream (+) asymptotic equilibria, and to the second

principle of thermodynamics. The shock wave solutions can be

determined for the kinetic equations in their relaxation time

approximation, by resorting to a consistent BGK model for

the reactive collision operator proposed in [3]. Results should

be compared with the corresponding phenomenology observed

for the reactive Euler equations for different upstream Mach

numbers.
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Statistical characterisers of transport in a com-
munication network.
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We discuss a 2 − d communication network of regular nodes

and randomly distributed hubs. Average travel times for sin-

gle messages on this network show stretched exponential be-

haviour as a function of hub density. The travel times cross

over to q-exponential behaviour if short cuts are set up between

the hubs via random assortative connections, or via gradient

connections, where the gradient is set up by assigning random

message handling capacities to hubs, and connecting hubs of

low capacity to the nearest hub with the highest value of ca-

pacity [1]. Since the q−exponential distributions have a power-

law tail, it is seen that the average travel time falls rapidly

with hub density. This power law tail can be explained by

analysing the distribution of travel times. The distribution of

travel times shows log-normal behaviour for the gradient con-

nections and log-normal with power-law tails for the random

assortative connections. Finite size scaling is observed for all

the statistical characterisers.

In the case of multiple message transfer, we study the relax-

ation behavior of the network when a large number of messages

are created simultaneously at random locations, and travel on

the network towards their designated destinations [2]. For this

case, both the base network, and the network with random

assortative or gradient short-cuts can show a congestion to de-

congestion transition due to the formation of transport traps.

The waiting time distributions in the congested phase show

signatures of the congestion to decongestion transition, be-

ing normal in the congested phase and log-normal in the de-

congested phase. Phase synchronisation is seen between the

queues formed at the hubs in the congested phase. If the hubs

are ranked by the coefficient of betweenness centrality, it is

seen the that the highest ranked hub drives the synchronisa-

tion of the others.

We compare the behaviour of the model network with airport

traffic data for U.S. airports. We observe two classes for the

distribution of travel times, log normal and log-normal with

power law tails. We speculate on the reasons for the existence

of these two classes.

[1] S. Mukherjee and N. Gupte, Phys. Rev. E 77, 036121

(2008).

[2] B.K. Singh and N. Gupte, Phys. Rev. E 71, 055103(R)
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Could a persistent power be observed?

V.L. Gurtovoi, A.V. Nikulov and V.A. Tulin
Institute of Microelectronics Technology and High Purity Materi-

als, Russian Academy of Sciences, Moscow Region, Russia.

It is well known that a potential difference V = (Rls −
Rlls/l)I = RanI is observed on a segment ls (with a resis-

tance Rls) of an asymmetric conventional metal loop l (with

a resistance Rl) when a circular current I =
∮

l dlE/Rl is in-

duced by the Faraday’s voltage
∮

l dlE = −dΦ/dt in this loop.

On the other hand the magnetization measurements give evi-

dence of a circular direct current observed in semiconductor [1],

normal metal [2] and normal state of superconductor [3] nano-

structures under equilibrium. The observed periodical change

of the magnetization with magnetic field at the period corre-

sponding to the flux quantum for single electron Φ0 = 2π~/e
or pair Φ0 = π~/e gives unambiguous evidence that this equi-

librium quantum phenomenon is a consequence of the persis-

tent current Ip(Φ/Φ0), i.e. the equilibrium circular direct cur-

rent which can be observed how any long time at constant

magnetic flux Φ 6= nΦ0, i.e. without the Faraday’s voltage

dΦ/dt = 0. The observations [4] of the quantum oscillation of

the dc voltage Vp(Φ/Φ0) on a system of aluminium loops near

its superconducting resistive transition, i.e. at Rl > 0, demon-

strate that the persistent current Ip(Φ/Φ0), just as the con-

ventional circular current, can induce the potential difference

Vp(Φ/Φ0) = RanIp(Φ/Φ0) on a ring with non-homogeneous

dissipation Ran 6= 0. But the experimental results [4] raise a

question about a source of the power V 2
p /Rls observed in the

Vp(Φ/Φ0) phenomena since the persistent current, in contrast

to the conventional current, is observed without the Faraday’s

voltage. It is enough obvious that the dc voltage Vp(Φ/Φ0)

observed in [4] is induced by a noise, non-equilibrium or equi-

librium. In the second case the V 2
p /Rls is a persistent power,

i.e. the dc power observed under equilibrium, any observation

of which violates the second law of thermodynamic. Therefore

the problem on the source of the V 2
p /Rls power investigated

in our experimental work may have fundamental importance

for statistical physics.
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Instability transition and ensemble equivalence
in diffusive flow.

M. Ha
Department of Physics, Korea Advanced Institute of Science and

Technology, Daejeon, Korea.

The role of boundary and bias is tested in one-dimensional

stochastic flow with competing nonlocal and local hopping

events, where we use the totally asymmetric simple exclusion

process (TASEP) [1] and the symmetric simple exclusion pro-

cess (SSEP) [2], respectively. With open boundaries, both sys-

tems undergo dynamic instability transitions from a populated
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finite density phase to an empty road (ER) phase as the non-

local hopping rate increases [3,4]. Nonlocal skids in principle

promote strong clustering, but such clusters are stable only at

the transition for the unbiased case, while they are stable in

the whole populated phase for the biased case. Using such a

cluster stability analysis, we determine the location of nonequi-

librium phase transitions, their nature, and scaling properties,

which agrees well with numerical results. Our cluster analysis

provides a physical insight into the mechanism behind such

transitions. For the biased case with open boundaries, we nu-

merically establish that the instability transition into the ER

phase is second order in the regime where the entry point reser-

voir controls the current and first order in the regime where

the bulk controls is in control. For the unbiased case with

open boundaries, the transition is always abrupt, i.e., first or-

der as long as there is the left-right symmetry. The first-order

transition originates from a turnabout of the cluster drift ve-

locity for the biased case where the current remains analytic,

the road density vanishes linearly, and fluctuations scale as

uncorrelated noise at the critical line, while such an abrupt

transition is attributed to the cluster stability for the unbiased

case, which is in contrast to the same unbiased case with peri-

odic boundary conditions where the continuous one has been

observed [5]. Finally, we discuss the equivalence of ensembles

in the generalized TASEP as well as the generalized SSEP with

the thermodynamic limiting states. In particular to the biased

case with periodic boundary conditions, we argue that there

is some signature of the instability threshold even though the

condensation transition does not occurs, which can also deter-

mine the location of the transitions in its open system [3].
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Time evolution of long-range correlation in the
Turkish language using non-corpus parametriza-
tion.

A. Hacinhyan1, G. Şahin1 and Ö. Aybar1,2

1Yeditepe University İstanbul, Turkey.
2Boǧaziçi University, İstanbul, Turkey.

The existence of long-range correlation in (twelve) natural

languages by means of detrended fluctuation analysis had been

reported by Hacinliyan [1] et al where each language shows two

distinct scaling regimes. The study was made possible by using

a corpus that does not depend on corpus and is not affected by

its existence or quality. This work extends this line of research

to demonstrate that the historical development of a language

such as Turkish can easily be traced out using the proposed

corpus independent parametrization. It would be virtually im-

possible to collect sufficiently large corpora from different time

periods (and use Zipf’s law) for a rapidly developing language

under different cultural influences.

The first issue involved in an attempt to analyze a natural lan-

guage as a time series is the mapping of texts onto a time series.

The usual choice is using a time series derived form a corpus

(see [2,3,4]). Our proposed variable in this work is inspired by

DNA random walks and is derived by assigning values to the

letters constituting a given word. The resultant time series for

texts in the Turkish language from different time periods are

analyzed via detrended fluctuation analysis (DFA) [5].

The texts analyzed in this work include one of the oldest known

Turkish texts dated from 732 CE, a religious poem from 1409

CE, a poem from around 1540 CE and two modern Turkish

texts. All texts show two different regimes under DFA, the

short range regime is virtually parallel within errors in all cases,

while the long range correlations for the two poems belonging

to the same literary tradition and time period are markedly

different from the other three texts. The ancient text shows a

more moderate departure from the two modern texts as com-

pared to the poems. These results imply that the time evolu-

tion in a language can be detected by means of DFA based on

the proposed parametrization.

This supports results of our previous work [1] where the same

analysis was applied to different languages and correlation

properties that characterize each language were observed.
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Physics of evolution.

R. Hanel1, S. Thurner1,2

1Complex Systems Research Group, Medical University of Vienna,

Vienna.
2Santa Fe Institute, New Mexico, USA.

Since Darwin’s “The origin of species” the concept of evolution

has fanned heated debates. Biological evolution is not a con-

tinuous process, as indicated by the discontinuities in the fossil

record with its persistent absence of transitory species. Rather,

evolution is characterized by typical large-scale catastrophes

as well as times of explosive increase in diversity. In order

to understand such erratic behavior we address this problem

from a purely mathematical view and solve a set of equations

which have been long proposed for a formal understanding of

biological evolution and technological innovation, .e.g. [1,2].

Though well studied for specific cases the equations remained

unsolved in the general form. By mapping these equations

onto a random-network framework it is possible to proof the

existence of two sharply separated phases in evolutionary sys-

tems [3]. One phase is characterized by its non-increasing low

diversity, the other one by an ever increasing diversity. The

transition from one phase to the other happens sharply. This

way creative bursts in evolution - such as the Cambrian ex-

plosion in biology - can be understood as simple phase tran-

sition phenomena, well known in physics. Along the same

lines the stability of evolutionary systems such as ecosystems
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or economic systems with respect to external shocks can be

addressed, too. Evolutionary systems will radically die out

without remarkable precursors in the system dynamics once

a critical number species gets removed. We have originally

shown these results in a setting slightly too simple to under-

stand selection and extinction processes or self-organized crit-

icality as intrinsic properties of the system. These questions

can be addressed by extending the setting to include suppres-

sive interactions between species, without compromising the

fundamental results above. We discuss first results in these

matters. It is interesting to note that the proposed formalism

can also be applied to study problems of opinion formation in

societies.
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Quantum Brownian motion, entropy and the
third law of thermodynamics.

P. Hänggi, G.-L. Ingold and P. Talkner

Department of Physics, University of Augsburg, Germany.

While some physical disciplines such as classical mechanics

and electrodynamics underwent profound changes with the

birth of quantum mechanics and relativity theory the Laws of

thermodynamics and statistical mechanics per se proved im-

pressively robust over the last century. The main reason being

that the formulation of statistical mechanics rests on few pil-

lars only, such as ergodic theory, ensemble theory, the scale

of interactions, an entropic concept of temperature, and alike.

The grandness of Thermodynamics is that these concepts hold

independent of the details of the corresponding total system

dynamics. Nevertheless, the field of statistical mechanics en-

tails some subtle issues when going from a closed description of

all degrees of freedom, including those of large environments,

to a reduced description of an open systems where bath de-

grees of freedom are traced over. The latter situation is the

one typically discussed in the majority of textbooks. But even

here, pitfalls can arise in the quantum case already, as recently

elucidated in Ref. [1].

Here we study the quantum thermodynamic behavior of small

systems in presence of finite quantum dissipation [1]. We con-

sider the archetype cases of a quantum damped harmonic os-

cillator and a quantum free quantum Brownian particle [2]. A

main first finding is that quantum dissipation helps to ensure

the validity of the Third Law. For the quantum oscillator,

finite damping replaces the zero-coupling result of an expo-

nential suppression of the specific heat at low temperatures by

a power-law behavior.

Rather intriguing is, however, the behavior of the free quantum

Brownian particle. In this case, quantum dissipation is able to

restore the Third Law, which knowingly is violated classically:

Instead of being constant down to zero temperature, the spe-

cific heat now vanishes proportional to temperature with an

amplitude that is inversely proportional to the ohmic dissipa-

tion strength.

A distinct subtlety of finite quantum dissipation is the result

that the various thermodynamic functions, – such as the en-

tropy –, of the sub-system do not only depend on the dis-

sipation strength but these depend as well on the prescrip-

tion employed in their definition. Some subtleties relating to

the Second Law and the measure of information in dissipative

nanosystems are elucidated [3].
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Statistical physics of steady-state two-phase flow
in porous media.

A. Hansen

Department of Physics, Norwegian University of Science and

Technology, Trondheim, Norway

Steady-state two-phase flow in porous media has received very

little attention compared to the instabilities that occur in con-

nection with flooding, i.e., when the porous medium is initially

saturated with one of the fluids whereafter the other fluid is

injected into it displacing the first, leading to e.g. viscous fin-

gering. Steady-state flow, on the other hand, occurs e.g. in

a representative volume element (RVE) of a porous medium

when statistically the flow leaving the RVE is the same as that

entering it. At low flow rates, steady state flow essentially

consists of one fluid being held in place by capillary forces

whereas the other fluid moves. However, at higher flow rates,

both fluids will move and there will be a incessant breakup

and merging of fluid clusters. In this regime, the flow settles

into a state which is independent of the initial conditions and

determined only by the flow parameters.

This opens for a statistical description of the flow which is

closely related to that of statistical mechanics and thermody-

namics [1]. We discuss this approach, based on a numerical

model where we follow the motion of interfaces at the pore

level [2]. Steady-state conditions are implemented by invoking

periodic boundary conditions in the flow direction.

We argue that the probability W{xi} that the interfaces be-

tween the two fluids in the porous medium form the configu-

ration {xi} follow a Boltzmann statistics where the hydrody-

namic dissipation plays the role of a “hamiltonian” [1]. We

discuss thermodynamic implications of this approach, in par-

ticular the relation between fractional flow, saturation and

pressure drop across the system, showing that there is a sim-

ple relation between these [3]. We will also discuss the phase

diagram of steady-state two-phase flow, where both first and

second order phase transitions are found [4].

From a numerical point of view, the existence of a probability

W{xi} opens for replacing the extremely costly time integra-

tion of the flow equations in the numerical model by a Monte

Carlo method.

Lastly, we will discuss the stability of the interface between

two immiscible fluids flowing in parallel in a porous medium

[5]. Contrary to common belief, there is no Kelvin-Helmholtz

instability. Rather, viscous fingers forming at the interface cre-

ates a foam zone that moves with constant speed and thickness

in the direction of the more wetting fluid.
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Novel percolation approaches in complex net-
works.

S. Havlin

Bar-Ilan University, Ramat Gan, Israel.

Statistical physics is one of the main approaches applied suc-

cessfully recently to understand the topology, robustness and

function of complex networks. We will show how ideas and

tools from percolation theory lead to novel results on the ro-

bustness, immunization strategies, optimal paths and mini-

mum spanning trees which are relevant to many real world

networks including the Internet. It will be also shown how one

can generalize percolation theory to include path length re-

strictions which are relevant for transport. A novel percolation

process which is characterized by fragmenting the network by

removing the minimal number of nodes will be also discussed.

This result is usefull for efficient immunization strategies.
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ley, Graph partitioning induced phase transitions, Phys. Rev.
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Boundary-induced nonequilibrium phase transi-
tions into absorbing states.

H. Hinrichsen

Faculty for Physics and Astronomy University of Wuerzburg,

Germany.

Nonequilibrium phase transitions differ significantly from or-

dinary transitions at thermal equilibrium. For instance, under

non-equilibrium conditions continuous phase transitions may

occur even in one-dimensional systems. A well-known exam-

ple is the contact process, where diffusing particles multiply

and self-annihilate. Depending on the rate for offspring pro-

duction, the contact process is either able to sustain a positive

stationary density of particles or it approaches a so-called ab-

sorbing state without particles from where it cannot escape.

The active and the absorbing phase are separated by a contin-

uous transition belonging to the universality class of directed

percolation. This type of critical behavior is obtained by tun-

ing the rate for offspring production at all sites, meaning that

the transition is bulk-induced.

The talk discusses a class of one-dimensional models with a

boundary-induced absorbing phase transition. It is defined on

a one-dimensional lattice, where the leftmost site evolves in the

same way as in the contact process while particles in the bulk

diffuse according to a symmetric exclusion process. Each parti-

cle created at the leftmost site performs a one-dimensional ran-

dom walk in the bulk, which in one dimension is bound to re-

turn to the origin after finite time. The returning particles may

either disappear or release another bunch of particles. Varying

the rate for offspring production at the leftmost site the model

exhibits a non-equilibrium phase transition from a fluctuating

active phase into an absorbing state with a non-trivial critical

behavior. This is probably the simplest non-trivial absorbing

phase transition, much simpler than ordinary directed perco-

lation, but nevertheless exhibiting properties which cannot be

explained within mean field theory.

It turns out that particles are not created continuously but

rather in form of intermittent bursts. It is argued that these

irregular bursts are responsible for the observed nontrivial scal-

ing properties. These scaling properties can be explained by a

reduced toy model and by means of a non-Markovian Langevin

equation.
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Extending minimum curvature estimators using
spartan spatial random fields.

D.T. Hristopulos

Department of Mineral Resources Engineering Technical Univer-

sity of Crete, Chania, Greece.

Spatial interpolation is useful for the analysis and visualiza-

tion of geophysical processes that are sampled irregularly in

space. The principle of minimum curvature has been used to

derive a non-parametric spatial interpolator for scattered data

[1]. A different view assumes that the measurements form

a sample from a spatial random field. Spatial interpolation

is then formulated in a stochastic framework, in which one

can derive estimates of the process at non-sampled points as

well as characterize their uncertainty. This procedure is typ-

ically implemented in the form of the Best Linear Unbiased

Estimator (BLUE), also known as Wiener filter and kriging.

Recently, a family of Spartan spatial random fields [2, 3] has

been proposed with a joint probability density function that

is based on a Ginzburg-Landau-like (GL) energy functional.

The main idea in this approach comes from statistical physics,

and it is that spatial correlations are enforced by means of ge-

ometrically identifiable interactions, in contrast with the data

driven covariance matrix typically used in geostatistics. The

energy functional of these random fields incorporates both the

gradient and the curvature of the random field. The spatial

correlations involve four parameters (scale and shape coeffi-



50 Orthodox Academy of Crete, Kolympari - Greece 14 - 18 July 2008

cients, characteristic length and spectral cutoff) that should

be determined from the data. We develop a parametric spatial

interpolator in d dimensions that extends the minimum curva-

ture principle by means of the GL functional. This work aims

to provide a spatial predictor that incorporates contributions

from the gradient, as well as the curvature term of the spatial

random field. The proposed predictor offers more flexibility

than the minimum curvature counterpart, in exchange for an

increase in numerical complexity. This involves the computa-

tional cost for estimating the model parameters, and for the

numerical calculation of the Spartan covariance function.

This research project has been supported by a Marie Curie

TOK Fellowship of the European Community’s 6th Framework

Programme under contract no. MTKD-CT-2004-014135.
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A complex network approach to human mobility
modeling.

P. Hui1, P. Lio1, J. Crowcroft1 and M. Musolesi2

1University of Cambridge.
2Dartmouth College.

In this paper, we seek to use statistical inferences of human

network topologies and contact patterns from current avail-

able mobility traces to model human interaction and bootstrap

large-scale human mobility trace. We model human mobility

as temporal graphs with community structures on the network

topology and power-law inter-contact time on the temporal

attachment of the edges. Empirical mobility traces are very

important for the mobile network community to evaluate their

routing algorithms, systems, applications, and study social in-

teraction. Currently, the most fine-grained human mobility

traces are collected and provided by the Haggle Project [1], but

the scale of these traces is not large enough (up to 100 nodes)

for a city-wide evaluation, and the duration is limited to several

weeks due to battery duty-cycle. It is important to generate

large-scale realistic mobility traces for city-scale applications

and protocol evaluations. Our model is based on two empirical

observation from 5 real human mobility traces [5]. These two

observations are community structure [5] and varying power-

law coefficients for inter-contact time [2] for members within

same community and between two communities. Based on

these two observations, we model contact-based human mo-

bility as a temporal graphs [3] with community structures as

the underlying human network topology, and different inter-

contact time distributions for intra-community node pairs and

inter-community node pairs. We use two ways of generating

the synthetic mobility traces, the first one to to use static

topology with dynamic temporal attachment. In this method,

we use several well know community generation models and

also topology data from a crawling of a real online social net-

work (Orkut) with 3 million nodes and 0.2 billion edges to

generate the community structures. The second method ap-

proach is to use dynamic evolution model by Kumpula et al

[4] but using power-law contact duration as the increment of

the weight of the network. To the best of our knowledge, this

is the first contact-based human mobility model solely based

on empirical observations.
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Confirmation of the additivity principle for cur-
rent fluctuations in a model of heat conduction.

P. Hurtado and P.L. Garrido
Institute Carlos I for Theoretical and Computational Physics,

Universidad de Granada, Spain.

Using numerical simulations, we study the large deviation

function of the energy current in the one-dimensional Kipnis-

Marchioro-Presutti model of heat conduction [1]. For that pur-

pose, we use a recently introduced algorithm [2,3] which allows

the direct evaluation of large deviation functions. We compare

our results with a novel theoretical approach to current large

deviations in one-dimensional diffusive systems, which is based

on a current additivity principle [4]. We find a very good agree-

ment between theory and simulations for the large deviation

function in a wide interval of current fluctuations, confirming

the general validity of the additivity principle. Moreover, the

Gallavotti-Cohen symmetry is satisfied in this range.

The predictions derived from the additivity principle involve

the minimization of a functional with respect to a temperature

profile. We find that this optimal profile is indeed a physical

observable, corresponding to the average temperature profile

measured within the time interval during which the large de-

viation is observed. In particular, we confirm the theoretical

prediction that this temperature profile is independent of the

current sign, i.e. T (x, q) = T (x,−q). On the other hand,

typical temperature profiles at the end of the large deviation

event are significantlly different from the optimal profiles, and

depend on the detailed definition of energy current. These re-

sults confirm the validity of the current additivity principle as

a general and powerfull tool to compute large deviation func-

tions in one-dimensional diffusive systems.

[1] C. Kipnis, C. Marchioro and E. Presutti, J. Stat. Phys. 27,
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[2] C. Giardinà, J. Kurchan, L. Peliti, Phys. Rev. Lett. 96,
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Quantum mean-field decoding algorithm for
error-correcting codes.

J. Inoue1, Y. Saika2 and M. Okada3

1Graduate School of Information Science and Technology,

Hokkaido University, Japan.
2Department of Electrical and Computer Engineering, Wakayama

National College of Technology, Nada-cho, Japan.
3Division of Transdisciplinary Science, Graduate School of

Frontier Science, The University of Tokyo, Japan.

We investigate statistical properties of the mean-field decod-

ing algorithm for Sourlas error-correcting codes [1] to obtain

the Bayes optimal solution [2][3] that minimizes the bit-error

rate (BER). In the Sourlas codes, in order to transmit the

original message {ξ} ≡ (ξ1, · · · , ξN ), ξi ∈ {−1, 1} through the

noisy channel, we send all possible combinations of the prod-

ucts of p-components in the N -dimensional vector {ξ} such

as J0
i1,··· ,ip = ξi1ξi2 · · · ξip. As well-known, the channel cod-

ing theorem tells us that zero-error transmission is achieved if

the condition R ≤ C is satisfied, where R denotes the rate of

the transmission and C is the channel capacity, respectively.

For the Sourlas codes in which the zero-error transmission is

achieved asymptotically in the limit C,R→ 0, R/C = O(1) ≤
1, the Bayes optimal solution is obtained for each bit as a sim-

ple majority vote: ξi = P (σi = +1|{J})− P (σi = −1|{J}) =

sgn(〈σi〉), where P (σi|{J}) is a posterior marginal defined by

P (σi|{J}) = tr{σ}P ({σ}|{J}). The posterior P ({σ}|{J}) is

given by P ({σ}|{J}) = e−H({σ}|{J})/tr{σ}e−H({σ}|{J}) with

H({σ}|{J}) = −βJ
∑

i1,··· ,ip Ji1···ip σi1 · · ·σip for a uniform

prior distribution. It should be noted that we defined {σ} as

the estimate of the original message and observable {J} de-

notes the configuration of the parity bit Ji1,··· ,ip (the output

of the channel). In classical system specified by a given finite

temperature, the Bayes optimal solution sgn(〈σi〉) minimizes

the BER pb = (1/2)(1−(1/N)
∑

i ξiξi) = (1/2)(1− [ξξ]{ξ}) on

the Nishimori line [3]. However, in the corresponding quantum

system, the condition is not yet clarified. In our preliminary

study [4], we considered the quantum version of the posterior.

To decode the original message practically, we use the mean-

field algorithm. In this paper, we first attempt to apply the

modified mean-field equations for p = 2 [5], and then, we ex-

tend the equations up to the case of p = O(N) and discuss

the relation between the convergence of the algorithm and the

Almeida-Thouless instability, which was investigated for the

case of the LDPC (Low Density Parity Check) codes [6].
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Matrix-product states and double-shock struc-
tures in a branching-coalescing system.

F.H. Jafarpour
Physics Department, Bu-Ali Sina University, Hamadan, Iran.

We introduce a generalized branching-coalescing system on

a discrete lattice of length L with reflecting boundaries. The

particles in this system have nearest-neighbors interactions.

At two consecutive sites the particles interact with each other

according to the following reaction rules

∅+A→ A+ ∅ with rate w32

A+ ∅ → ∅+A with rate w23

A+A→ A+ ∅ with rate w34

A+A→ ∅+A with rate w24

∅+A→ A+A with rate w42

A+ ∅ → A+A with rate w43

(2)

where A and ∅ stand for the presence of a particle and a hole

respectively. In [1] the authors have studied the same system

in the following special case

ω24 = ω23 = q−1 , ω34 = ω32 = q , ω42 = ∆q , ω43 = ∆q−1.

However, here we first calculate the steady state weights for

this generalized system using the matrix-product approach [2].

It turns out that the quadratic algebra of this system has a

four-dimensional matrix representation provided that the fol-

lowing constraints on the reaction rates in (2) are held

ω24 + ω34

ω42 + ω43
=
ω23

ω43
=
ω32

ω42
.

On the other hand, we study the dynamics of a product shock

measure with two shock fronts in this system. It turns out

that these two shock fronts have simple random walk dynam-

ics under some constraints. Surprisingly these constraints are

exactly the necessary conditions for the quadratic algebra to

have a four-dimensional representation. Now we can construct

the steady state of the system as a linear superposition of such

measures and find the same weights obtained from the matrix

product approach. Our calculations show that it seems there

is direct relation between the existence of a finite-dimensional

representation for the quadratic algebra of a driven-diffusive

system and the fact the the steady state of the system can

be written in terms of a linear superposition of product shock

measures.

[1] F.H. Jafarpour and S.R. Masharian, Phys. Rev. E 77,

031115 (2008).

[2] R.A. Blythe and M.R. Evans, J. Phys. A: Math. Theor.

40 R333 (2007).

Nonextensivity and the power-law distributions
for the systems with self-gravitating long-range
interactions.

Du Jiulin
Department of Physics, School of Science, Tianjin University,

China.

We study the nonextensivity and the power-law distributions

for the many-body systems with the self-gravitating long-range

interactions. We assume that the entropy and the energy are

both nonextensive for such many-body systems. Namely, the

entropy is Tsallis entropy and the energy takes the form [1]

ε
K+P
q (q) =

1

(1− q)β

{
1−

[
1− (1− q)

1

2
mv

2
]

[1 + β(1− q)mψ]

}
.

The nonextensive form of total energy represents the long-

range inter-particle interactions and the non-local correlations



52 Orthodox Academy of Crete, Kolympari - Greece 14 - 18 July 2008

within the systems. By making a natural nonextensive gener-

alization of the conservation of energy in the q-kinetic theory,

we show that the power-law distributions can be determined

by the q-equilibrium in the generalized Boltzmann equation,

which describe the long-range nature of the interactions and

the non-local correlations within the self-gravitating system

with the inhomogeneous velocity dispersion. Correspondingly,

the nonextensive parameter q can be uniquely derived from

the microscopic dynamical equation and thus the physical in-

terpretation of q different from unity can be clearly presented

for the system. The relation is obtained between the nonex-

tensive parameter q 6= 1 and the measurable quantities of the

self-gravitating system [2]: the velocity dispersion σ and the

mass density ρ

1− q = −2σ
dσ

d r

/dϕ

d r
= −2σ

dσ

d r

/GM(r)

r2
,

or

1− q = −
σ∇2σ + (∇σ)2

2πGρ
.

Furthermore, we can derive a nonlinear differential equation

for the radial density dependence of the self-gravitating sys-

tem with the inhomogeneous velocity dispersion, which gen-

eralizes the form of M.P. Leubner [3] and correctly describes

the density distribution for the dark matter in the above phys-

ical situation. We use this q-kinetic approach to analyze the

nonextensivity of self-gravitating collisionless systems and self-

gravitating gaseous dynamical systems, giving the power-law

distributions the clear physical meanings. We also can prove

that the so-called stellar polytropes is actually not the poly-

tropic distribution but the Tsallis isothermal spheres.

[1] C. Tsallis, J. Stat. Phys. 52, 479 (1988).

[2] J.L. Du, ApSS 312, 47 (2007).
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On rôle of information theoretic uncertainty
relations in quantum theory.

P. Jizba1 and P. Harremös2

1FNSPE-CTU, Brehova, Praha, Czech Republic.
2University of Copenhagen, Copenhagen, Denmark.

The essence of quantum-mechanical uncertainty relations is

to put an upper bound to the degree of concentration of two

(or more) probability distributions, or equivalently, impose

a lower bound to the associated uncertainties. In the usual

Heisenberg’s uncertainty relations (HUR) the measure of un-

certainty/concentration is a variance. While the variance is

often a good measure of the concentration of a given distri-

bution, there are many situations where this is not the case.

Heavy tail distributions may serve as an example.

It might be thus desirable to quantify the inherent quantum

unpredictability also in a different, and often more expedient,

way. A particularly distinct class of such non-variance-based

uncertainty relations are the uncertainty relations based on in-

formation theory. There the uncertainty is quantified in terms

of various information measures — entropies, which often pro-

vide more stringent (and intuitive) bound on concentrations of

involved probability distributions.

In this talk I first briefly review existent information-theoretic

uncertainty relations. This will be done both for discrete and

continuous distribution functions. As a next step I extend

these results to account for Rényi’s entropy and related differ-

ential entropy [1]. The concept of Rényi’s entropy power will

be axiomatically introduced and the ensuing entropy power in-

equalities will be derived. In the usual Shannonian information

theory the entropy power inequalities are tightly connected

with Fischer-information (or Cramér-Rao) inequality which

yields the usual (variance-based) HUR. In the present case

the Fischer-information inequality boils down to 2-parametric

class of inequalities which reduce to the Cramér-Rao case only

for a particular choice of parameters.

Another way how to generate the information-theoretic uncer-

tainty relations is to use Deutsch’s entropic uncertainty prin-

ciple [2]. With the help of the Riesz-Thorin inequality I will

derived the corresponding generalization for Rényi’s entropy.

I will also show a geometric illustration of this inequality in

terms of Bhattacharyya’s distance [3]. This will in turn reveal a

close connection with a geodesic rule in the information geom-

etry based on Fischer-Rao metric [4]. This concept of estima-

tion of inaccuracy fits well into a general geometric approach

to statistical inference which is based on the Fischer-Rao infor-

mation metric. For this reason these uncertainty relations can

be called information-geometric uncertainty relations (IGUR).

The potency of above two types of uncertainty relations will

be illustrated on a simple two-level system. There the gen-

eralized Fischer-information inequalities substantially improve

upon the usual HUR. Improvement is also achieved on the level

of IGUR which improve upon Deutsch’s entropic uncertainty

relation. The obtained restrictions on quantum distributions

are of relevance, e.g, in the Jaynes-Cummings model.

[1] P. Jizba and T. Arimitsu, Ann. Phys. (NY) 312, 17 (2004).

[2] D.L. Deutsch, Phys. Rev. Lett. 50, 631 (1983).

[3] P. Jizba and T. Arimitsu, Phys. Rev. E 69, 026128 (2004).

[4] e.g., J. Burbea and C. Rao, Prob. Math. Statist. 3, 115

(1982).

Superpositions of probability distributions.

P. Jizba1 and H. Kleinert2

1FNSPE-CTU, Brehova, Praha, Czech Republic.
2Physics Department, FU Berlin, Germany.

Probability distributions which can be obtained from superpo-

sitions of Gaussian distributions of different variances v = σ2

play presently a favored role in quantum mechanics and in

theory financial markets [1]. In general, such superpositions

do not necessarily obey the Chapman-Kolmogorov semigroup

relation for Markovian processes because they often introduce

memory effects. In this talk we derive the general form of the

smearing distributions in v which do not destroy the semigroup

property. The presented smearing technique has two immedi-

ate applications which we wisch to discuss [2,3].

Firstly, our approach permits simplifying the system of

Kramers-Moyal (and Fokker-Planck) equations for smeared

and unsmeared conditional probabilities. In the latter case

the dynamics of the smearing distribution is explicitly sepa-

rated from the dynamics of the transitional amplitude which

a desirable starting point, for instance, in quantum optics or

in superstatistics.

Secondly, our smearing technique can be conveniently imple-

mented in the path integral calculus. This is because in many

cases, the superposition of path integrals can be evaluated
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much easier than the initial path integral. To put some flesh on

the bar bones we will present three simple examples [2,3]; “mi-

crocanonical” smearing, Heston’s stochastic volatility model

and relativistic scalar particle. We will also briefly comment

on the possibility of extension of the presented technique to

quantum mechanics and quantum field theory. Finally, some

comments will be also added on a natural appearance of the

Tsallis distribution in the scheme.

[1] P. Jizba and H. Kleinert, arXiv:0708.3012[physics.soc-ph].

[2] P. Jizba and H. Kleinert, arXiv:0712.0083[cond-mat.stat-

mech].

[3] P. Jizba and H. Kleinert, arXiv:0802.0695[cond-mat.other].

Dynamics of finite and infinite self-gravitating
systems.

M. Joyce

Université de Paris VI, France.

We explain the motivation, mainly from cosmology, for study-

ing the out of equilibrium dynamics of both finite and infinite

systems of particles interacting only by their mutual New-

tonian self-gravity, from certain classes of simple initial con-

ditions. We discuss in particular the precise definition and

meaning of the infinite system limit in this context, and its

relation to other infinite particle number limits which may be

studied for such systems. We then describe and analyse the re-

sults of numerical simulations starting from infinite perturbed

lattices, explaining the essential qualitative features (“hierar-

chical” clustering and “self-similar” temporal evolution) which

are characteristic of analogous simulations of “dark matter” in

cosmology. The development of the correlations at small scales

at early times can be well understood as the result of evolution

in two phases a first phase in which the dynamics is described

by a perturbative treatment analogous to harmonic theory for

classical phonons in crystals, and a second phase in which par-

ticles interact only with their nearest neighbours. The dynam-

ics at longer times, and increasingly large scales, is, on the

other hand, poorly understood. This is the regime primarily

of relevance in the context of cosmology, as the corresponding

structures are the “haloes” of dark matter which are believed

to be the basic building blocks for the large scale structure of

the universe. We discuss in more detail some specific questions

about this “non-linear regime” of the evolution of such systems

specifically the question of the adequacy of the Vlasov-Poisson

limit to describe the evolution of the infinite discrete system,

and then also basic issues about the nature and physics of the

“haloes” used by cosmologists to describe the evolving system.

We consider finally what light be may thrown on these systems

using as a toy model the analogous problem in one dimension

(i.e. the so-called “sheet” model).
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On completeness of the description of an equi-
librium canonical ensemble by an s-particle
distribution function.

M.I. Kalinin
The Russian Research Institute for Metrological Service, Moscow,

Russia.

An equilibrium system of N molecules in a volume V are de-

scribed by Gibbs distribution. For a system with an additive

interaction, reduced partial distribution functions are used. It

is assumed that partial distribution functions contain less in-

formation about the system than the full Gibbs distribution

[1]. In [2] it has been proved that the Gibbs distribution of

an equilibrium system with pair interaction can be uniquely

expressed via the two-particle distribution function. In this

work the result of [2] is generalized on an equilibrium system

with s-particle interaction between molecules, where s is fixed

number: 2 < s < N .

For that system a whole potential energy is equal to sum

of interaction potentials of all particles: ui(q1, . . . , qi), i =

1, 2, . . . , s. The Gibbs distribution function of this system de-

pends on s different independent functions ui(q1, . . . , qi). It

can be shown that the potential energy is expressed as a sum

UN (q1, . . . , qN ) =
∑

1≤i1<···<is≤N

φs(qi1 , . . . , qis) ,

of a single function φs(q1, . . . , qs) which is a definite com-

position of potentials ui(q1, . . . , qi). This implies that the

Gibbs distribution function depends really on a single func-

tion vs(q1, . . . , qs) = exp{−βφs(q1, . . . , qs)}. Therefore an s-

particle distribution function Fs(q1, . . . , qs) can be represented

as a result of nonlinear operator action on this single function:

Fs = F(vs). We consider this expression as a nonlinear oper-

ator equation relative to vs. If all potentials ui(q1, . . . , qi) are

bounded below this equation satisfies the existence and unique-

ness of solution conditions. Therefore there exists an inverse

operator F−1 and the function vs is expressed uniquely via Fs:

vs = F−1(Fs). This implies that the full Gibbs distribution

is expressed uniquely via the s-particle distribution function.

Therefore if we know the Fs, we know DN too. For i < s par-

tial distribution functions Fi are expressed via vs too, that is

there exist a transformation from vs to Fi. But doesn’t exist

inverse transformation from Fi to vs if i < s. This implies

that these partial distribution functions Fi define a contracted

description of system if i < s. The s-particle distribution func-

tion Fs define full description of system and contain the same

information about considered system as the full Gibbs distri-

bution function.

[1] R. Balescu, Equilibrium and nonequilibrium statistical me-

chanics, (John Wiley and Sons, 1975).
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The simplified Fermi-Ulam accelerator revisited.

A.K. Karlis1, F.K. Diakonos1, V. Constantoudis2 and
P. Schmelcher3,4

1Department of Physics, University of Athens, Athens, Greece.
2Institute of Microelectronics, NCSR Demokritos, Attiki, Greece.
3Physikalisches Institut, Universität Heidelberg, Heidelberg,

Germany.
4Theoretische Chemie, Universität Heidelberg, Germany.

Fermi-Ulam model [1], originally proposed for testing the fea-

sibility of gaining energy through scattering off moving targets,

i.e. Fermi acceleration [2], consists of one harmonically oscil-

lating and one fixed infinitely heavy hard wall and an ensemble

of non-interacting particles bouncing between them. The equa-

tions defining the dynamics of the FUM are of implicit form

with respect to the collision time, which complicates numer-

ical simulations and hinders an analytical treatment. A sim-

plification (known as the static wall approximation (SWA))

[3,4], which treats the oscillating wall as fixed in space, yet

transfer of momentum is allowed as if the wall were oscillat-

ing, has become over the time the standard approximation

for studying the FUM. The SWA speeds-up numerical simula-

tions and facilitates the analytical treatment of the problem,

while it has been generalized to higher-dimensional billiards

with time-dependent boundaries, such as the time-dependent

Lorentz Gas [3].

However, the application of the SWA in the FUM suffers from

two drawbacks. The first is that it leads to a considerable un-

derestimation of the particle acceleration. It has been shown

[3,4] that the underestimation is caused by small additional

fluctuations of the time of free flight due to the displacement

of the oscillating wall occurring in the exact model, which are

neglected within the SWA. The second has to do with the

possibility of multiple consecutive collisions between the os-

cillating wall and the particles that the SWA also does not

take into account. This deficiency in the SWA gives rise to

a fundamental inconsistency: the ensemble mean of the ab-

solute velocity obtained analytically does not change through

collisions with the “moving” wall, despite the well-established

numerical result that Fermi acceleration does take place in the

phase-randomized FUM.

The aim of this work is twofold. Utilizing the hopping ap-

proximation introduced in Ref. [4] the transport coefficients

of the Fokker-Planck equation, describing the diffusion in ve-

locity space, are calculated and the asymptotic time-evolving

probability density function of particle velocities is derived.

Moreover, a consistent semi-analytical treatment for the cal-

culation of the first moment of the absolute particle velocities

directly via the dynamical equations is presented resolving the

above contradiction [5]. In a more general context, this work

exemplifies the effect of low-probability events on the transport

properties of a time-dependent billiard.
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Energy landscapes and their relation to thermo-
dynamic phase transitions.

M. Kastner
Physikalisches Institut, Universität Bayreuth, Germany.

A phase transition is an abrupt change of the macroscopic

properties of a many-particle system under variation of a con-

trol parameter. An approach commonly used for the theo-

retical description of phase transitions is the investigation of

the analyticity properties of thermodynamic functions like the

canonical free energy of enthalpy. It is long known that non-

analytic behavior in a canonical or grandcanonical thermody-

namic function can occur only in the thermodynamic limit in

which the number of degrees of freedom N of the system goes

to infinity. Recently, however, it was observed that the mi-

crocanonical entropy, or Boltzmann entropy, of a finite system

is not necessarily real-analytic, i. e., not necessarily infinitely

many times differentiable [1].

In order to better understand the occurrence of nonanalytici-

ties of thermodynamic functions, we adopt an approach based

on the study of energy landscapes: The relation between saddle

points of the potential energy landscape of a classical many-

particle system and the analyticity properties of its thermody-

namic functions is studied for finite as well as infinite systems.

For finite systems, each saddle point is found to cause a non-

analyticity in the microcanonical entropy, and the functional

form of this nonanalytic term can be derived explicitly [2].

With increasing system size, the order of the nonanalytic term

grows unboundedly, leading to an increasing differentiability of

the entropy. Nonetheless, in the thermodynamic limit, asymp-

totically flat saddle points may cause a phase transition to take

place [3]. For several spin models, the absence or presence of a

phase transition is predicted from saddle points and their local

curvatures in microscopic(!) configuration space.

These results establish a relationship between properties of en-

ergy landscapes and the occurrence of phase transitions. Such

an approach appears particularly promising for the simultane-

ous study of dynamical and thermodynamical properties, as is

of interest for example when for protein folding or the glass

transition.
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Modeling scaled processes by the nonlinear
stochastic differential equations.

B. Kaulakys and M. Alaburda
Institute of Theoretical Physics and Astronomy of Vilnius

University, Lithuania.

The inverse power-law spectra and distributions of the signals,

as well as scaling behavior are ubiquitous both inside and out-

side the physics and has become a welcome careful description

of complexity in many fields including natural phenomena, hu-

man heart rhythm in biology, spatial repartition of faults in
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geology, as well as human activities such as traffic in computer

networks and financial markets. The multifractal formalism

has received much attention as one of the most popular frame-

works to describe and analyse signals and processes that ex-

hibit scaling properties, covering and connecting both the local

scaling and the global one in terms of sample moments. Mul-

tiplicative processes and multifractals have earned increased

popularity in applications ranging from hydrodynamic turbu-

lence to computer network traffic, from image processing to

economics. Here we will consider analytically and numerically

the scaling properties and multifractality [1] of the signals gen-

erated by the stochastic nonlinear and linear with fluctuating

relaxation rate differential equations [2, 3], as well as of the

multiplicative point processes models [4]. The proposed mod-

els relate the power-law spectral density with the power-law

distribution of the signal intensity into the consistent theoret-

ical approach and may model processes in different systems

with the inverse power-law distributions and long-range mem-

ory [5, 6].
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Distribution of eigenvalues and scattering data
for the NLSE Zakharov-Shabat problem with
random Gaussian input.

P. Kazakopoulos and A.L. Moustakas

Department of Physics, University of Athens, Greece.

One defining development in telecommunications technology

during the last two decades has been the widespread use of op-

tical fibers for transmitting enormous quantities of data across

large-even transoceanic-distances. For such increasingly large

distances, one cannot neglect the non-linearities in the fiber,

which tend to distort transmitted pulses. This is an important

problem, since it makes it difficult to find ways to modulate

the signal. For fibers with negative group velocity dispersion

(GVD), it is possible to compensate these effects, creating sta-

ble solitonic pulses [1]. As a first approximation, these soli-

tary waves are solutions of the non-linear Schrödinger equation

(NLSE).

The problem of determining the spatial evolution of an in-

coming pulse u(t) ≡ u(t, 0) is solved via the inverse scattering

transform (IST), where u(t) enters as the “potential” in a linear

eigenvalue problem. For the NLSE this is the non-Hermitian

Zakharov-Shabat (ZS) eigenvalue problem [2], comprising of

the a 2× 2 system of coupled first order differential equations(
i∂t u∗(t)
−u(t) −i∂t

)
Ψz(t) ≡ U(t)Ψz(t) = zΨz(t),

where Ψz(t) = [ψ1(t) ψ2(t)]T , and appropriate asymptotic

conditions on the eigenstates.

We analyze the distribution of the scattering data, i.e. the

average density of states (DOS) of U and the average dis-

tribution of a set of complex numbers {bk} that determine

the asymptotics of the eigenstates, when u(t) is drawn from a

zero-mean, δ-correlated Gaussian distribution, describing the

distribution of transmitted codewords. Gaussian input signals

are often used in information theory, and in linear transmission

problems they often reach the Shannon capacity. In addition,

when the characteristic signal amplitude u0 is much smaller

than its bandwidth τ−1 (but with D ≡ u2
0τ arbitrary), it is

reasonable to approximate [3] the input distribution with a δ-

correlated Gaussian for eigenvalues z small in the scale of τ−1.

We first calculate the Lyapunov exponent in closed form taking

advantage of its self-averaging properties. Combining this with

a generalization of the Thouless formula for non-Hermitian op-

erators [4], that relates the Lyapunov exponent with the DOS,

we arrive at an explicit expression for the latter. Since the Lya-

punov exponent is simply related to the localization length, it

also provides information for the eigenfuctions of the potential.

We discuss the implications in the context of information trans-

mission through non-linear optical fibers.
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Smoother quantum walks.

V. Kendon

Quantum Information, Physics & Astronomy, University of Leeds.

Quantum versions of random walks have been used to pro-

duce several new quantum algorithms with a speed up over

the best known classical algorithms. On the line and the cy-

cle, quantum walks show a quadratic improvement over clas-

sical random walks in their spreading rates and mixing times

respectively. Non-unitary quantum walks can provide a use-

ful optimisation of these properties, producing a more uniform

distribution on the line, and faster mixing times on the cy-

cle. This talk will examine the interplay between quantum

and random resources. The entanglement between the coin

and the position of the quantum walker can be used to indi-

cate the quantum character of the process. It is found that the

entanglement reduces to zero by the chosen end of the opti-

mal quantum walk, as would be expected for a nearly uniform

distribution. The randomness required to obtain this optimal

outcome is logarithmic in the number of steps and can be pro-

vided as part of the non-unitary process: an external source of

randomness is not required. Although the long time behaviour

of non-unitary quantum walks is classical (with a Gaussian lim-

iting distribution), the spreading or mixing rate of the optimal

non-unitary quantum walk occurs with the full quantum speed

up over the chosen (finite) number of steps. It is also neces-

sary to apply the non-unitary evolution to the position of the

quantum walk, and not just to the coin. Non-unitary evolu-

tion applied to the coin only does not produce faster mixing

or significantly smoother distributions on the line. Instead,

classical correlations build up before the quantum correlations

(entanglement) has all been removed, leading to a cusp-shaped

distribution.
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Novel exponents control the quasi-deterministic
limit of the extinction transition.

D.A. Kessler and N.M. Shnerb
Department of Physics, Bar-Ilan University, Ramat-Gan, Israel.

The quasi-deterministic limit of the generic extinction transi-

tion is considered within the framework of standard epidemi-

ological models. The susceptible-infected-susceptible (SIS)

model [1] is known to exhibit a transition from extinction to

spreading, as the infectivity is increased, described by the di-

rected percolation transition class [2]. We consider the SIS

model with N individuals per lattice site. We find that the dis-

tance of the directed percolation transition from the classical

transition point, and the prefactor controlling the divergence

of the perpendicular correlation length, both scale with the

local population size with two novel universal exponents. We

prove that the total number of infections at the classical transi-

tion point scales as the square of the perpendicular correlation

length, and thus grows faster than in the zero dimension (well-

mixed) case. Since classically, the model exhibits a transition

to a propagating wave of Fisher-type [3], for large N at a fi-

nite distance above the classical threshold, the velocity is that

of the Fisher wave with Brunet-Derrida corrections [4]. Thus,

there is generically a new scaling regime with N in the imme-

diate vicinity of the classical threshold. Different exponents

characterize the large N behavior of the susceptible-infected-

recovered (SIR) model [5], where recovered individuals are im-

mune from further infection, and which belongs to the dynamic

percolation class and so does not exhibit a transition in one

dimension. We demonstrate numerically that these new expo-

nents are indeed universal, and are independent of the details

of the model, such as strength and nature (contact vs. diffu-

sive) of the spatial interaction. The same exponents as the SIS

model are found in a model of diffusive branching and annihi-

lating particles. We conjecture that these characteristics are

generic and may be used in order to classify the high density

limit of any stochastic process on the edge of extinction.
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Highly localized nonlinear excitations in crys-
talline charged-particle configurations.

P. Kevrekidis1, V. Koukouloyannis2, I. Kourakis3 and
D. Frantzeskakis4
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Massachusetts Amherst, USA.
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Thessaloniki, Thessaloniki, Greece.
3Centre for Plasma Physics, Queen’s University Belfast, Northern
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4University of Athens, Department of Physics, Panepistimioupolis

Zografou, Athens, Greece

We consider the existence and stability of multipole, vortex

and soliton type localized modes in hexagonal and honeycomb

lattices, with an aim to model strongly nonlinear transverse

oscillations of charged dust grains in dusty plasma lattices

(DPLs). The theory is essentially formulated in terms of the

coupling (discreteness) parameter ε = ω2
T /ω

2
0 (here ωT is the

eigenfrequency of the tranverse DPL mode, and ω0 is related

to electrostatic inter-grain interactions [1]), thus allowing for

a direct interpretation in terms of experimentally measurable

plasma quantities. Two approaches, relying on the discrete

nonlinear Schrödinger [2] and the Klein-Gordon [3] paradigms,

are employed and found to agree to a satisfactory extent.

The first approach, based on the discrete nonlinear Schrödinger

paradigm [2], has been associated to beam propagation in op-

tical waveguide arrays [2]. Among the principal findings of the

work is the fact that in contours involving three lattice sites,

the vortex configuration of topological charge S=1 is the most

stable one. For 6-site configurations, we obtain the surprising

feature that vortices of lower topological charge (S=1) may be

unstable, while those of higher topological charge (e.g., S=2)

may be stable. The analysis is complemented by numerical

simulations and bifurcation studies.

The second analytical approach relies on a nonlinear Klein-

Gordon model [3]. Extending previous work on breather ex-

citations in 1D crystals [3], the anticontinuum-limit method

is employed, to investigate single- and multi-site excitations.

Instability occurs beyond a threshold value of ε, which is lower

for multi-breathers than for single-site ones. For the multi-

site excitations we have to take under consideration the phase

difference between the oscillators. Only particular realizations

are continued as stable multibreathers until the critical value

of ε where destabilization occurs.

These results complement earlier investigations of quasi-

continuum 2D envelope dust-lattice modes [4].
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Stationary noise sustained structures in systems
with chemical reactions.

D.O. Kharchenko1 and A.V. Dvornichenko2

1Institute of Applied Physics, Nat. Acad. Sci. of Ukraine,

Ukraine.
2Sumy State University, Ukraine.

Self-organization processes induced by internal multiplicative

noise in spatially extended systems with reactions and diffusion

are considered by means of variational principle. A prototype

model of the system is constructed with a help of continuity

equation for the relative scalar field x = x(r, t) with a diffu-

sion flux J = −D(x)∇µ(x,∇2x) and chemical reactions R(x)

[1]. Taking into account these two forces, a corresponding

deterministic evolution equation for the field x can be repre-

sented through an effective Lyapunov functional U as follows:

∂tx = [D(x)]−1δU/δx. Considering the system in a bath,

we introduce an internal fluctuations in an ad hoc from, as-

suming the fluctuation-dissipation relation holds [2]. It yields

the Langevin equation in the form ∂tx = [D(x)]−1δU/δx +√
[D(x)]−1ξ(r, t), where Gaussian white noise ξ with intensity

σ2 is introduced. The corresponding probability density func-

tion can be found explicitly, Pst ∝ exp(−Uef [x]/σ2), where

Uef [x] = U(x)− σ2/2
∫

dr lnD(x) [3].

To investigate a possibility of noise sustained stationary struc-

tures x(r) formation, we use variational principles and solve a

problem of minimization of the effective functional Uef . It was

found that with an increase in the noise intensity a symmetry

of the distribution function is changed. To study inhomoge-

neous solutions we consider Fickian and nonFickian diffusion,

separately. It was found that in the former case noise induces

formation of a single-period spatial structures, where the field

x oscillates between positions of two minima of the effective

potential. In the case of nonFickian diffusion a situation is

changed crucially: (i) homogeneous solutions are centers of

one-dimensional limit cycles (single-period spatial structure)

or two-dimensional tori (two-period spatial structures) in four-

dimensional phase space. Analysis of motion on tori is per-

formed in details. We have set that with an increase in the

internal noise intensity following picture of self-organization is

observed: at small noise intensity the system is unstable; with

an increase in the noise two set of concentrated tori are real-

ized; with further increase in the noise intensity existing set of

tori is changed by another set of concentrated tori; continuing

increase the noise the set of tori is destroyed and the system

becomes unstable. Therefore, with the noise intensity rang-

ing, a reentrant self-organization picture is observed. Analytic

results are verified by computer simulations.
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Exact solutions for the generalized Fokker-Planck
equation modeling magnetic field diffusion in
magnetohydrodynamics including Hall current.

A.H. Khater1, D.K. Callebaut2, K.El. Rashidy1 and T.N.
Abdelhameed1

1Department of Mathematics, Faculty of Science, Beni-Suef

University, Egypt.
2Department of Physics, CGB, University of Antwerp, Belgium.

The need for a Fokker-Planck (FP) description of a beam-

driven plasma was recognized in the 1950s. A nonlinear two-

dimensional multi-species FP model was developed for the

mirror programme in 1973. Pucci and Saccomandi [3] ob-

tained necessary conditions in conservation form for the FP

equation to admit potential symmetries. This yielded invari-

ant solutions for the FP equation, the wave equation in non-

homogeneous form and the quasi-linear wave equation. Fur-

ther developments followed (algorithms, classification of FP-

type equations according to the maximal symmetry groups,

etc.). Khater and coworkers (see references in [1, 2]) studied

the generalized FP equation modelling the magnetic field diffu-

sion in magnetohydrodynamics (MHD). More recently Khater

et al. [1, 2], using the potential symmetries, studied a further

generalized FP equation modelling the magnetic field diffu-

sion MHD including even the Hall current. The inclusion of

the Hall current is a typical feature in recent MHD literature

while some other effects which are slightly smaller are still ne-

glected. Here we continue this work with a different approach.

Starting from the basic equations for MHD, introducing di-

mensionless quantities and making suitable choices, we obtain

several classes of exact solutions for the corresponding gener-

alized FP equation in (1 + 1) dimension. We have now used

the extended eigenfunction method introduced by van Kam-

pen [4] and further improved by Malfliet [5]. Through their

transformation an equation is generated which can be solved

although containing an integral of a function depending on the

magnetic field and velocity field. Substituting a function which

allows the integration thus generates new exact solutions which

involve the effects of time-dependent flow using physically re-

alizable forms of the velocity and magnetic field. Solutions

are first obtained in Cartesian coordinates (easier case), then

in cylindrical coordinates (oriented toward applications). Sev-

eral graphs illustrate the results. Some comparison with the

previous work [1, 2] is made.
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Solutions for the generalized (2+1) dimensions
Fokker-Planck equation.

A.H. Khater1, D.K. Callebaut2, K.El. Rashidy1 and
T.N. Abdelhameed1

1Department of Mathematics, Faculty of Science, Beni-Suef

University, Egypt.
2Department of Physics, CGB, University of Antwerp, Belgium.

Malfliet [1] solved the Fokker-Planck (FP) equation in (1 +

1) dimensions by using the van Kampen eigenfunction method

[2] to obtain a (linear) Schrödinger equation in 1 dimension.

Malfliet [1] thus obtained the solution of the Burgers’ and the

damped Burgers’ equation in a systematic way. Khater et

al. further analysed in a series of papers ([3] and references

therein) the (1 + 1) dimensional FP equation and the inho-

mogeneous non-linear diffusion equation. Here we extend the

method to the FP equation in (2 + 1) dimensions, moreover

generalizing it by two arbitrary constants α and β

∂tP = α (∇2U)P + β∇U · ∇P + ν∇2P ,

where P = P (x, y, t) and U = U(x, y), while ν is a constant.

Using the transformation

P = e−λ t−U/2 ν Φ(x, y) ,

we obtain the 2 D Schrödinger equation

∇2Φ + (E − V (x, y)) Φ = 0 ,

Several interesting solutions are considered. The link with a

generalized Burgers’ equation is made and a class of solutions

for the latter equation is obtained. Corresponding graphs are

provided.

The approach is an alternative to some of our previous investi-

gations concerning the FP equation and its generalizations [4,

5] where a conservation law admitting potential symmetries

for the FP equation was used to obtain solutions. The present

approach differs from the one in an accompanying paper too

although it uses the transformation of Malfliet and van Kam-

pen too, but it is in (1 + 1) dimensions and does not use the

Schrödinger equation to obtain solutions.
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Dynamics of multi-layers neural networks on basis
of photon echo: Effects of chaos and stochastic
resonance.

O.Yu. Khetselius1, A.V. Glushkov1,2, N.G. Serbov1, A.A.
Svinarenko1 and V.V. Buyadzhi1

1Odessos University, Ukraine.
2Institute for Spectroscopy of Russian Academy of Sciences,

Troitsk, Moscow reg., Russia.

In this work we carry out new quantum models for dynamics

of the optical neural networks on the basis of the photon echo

and study the features of the optical bi-stability manifestation,

resonance-stochastic effects in two-level atomic ensembles [1]

and provide the PC computer realization of the models with

the aim of computer modelling the neural networks dynamics

[2]. We proposed a new quantum model of optical photon echo

neural networks, provided by hyperfine structure of states of

the two-level atomic ensembles. The results of the computer

experiments on dynamics of neural networks with input rectan-

gular pulse are presented. On the basis of the object oriented

programming we carried out the numerical realization of the

new model and fulfilled the computer simulation experiments

in order to study the optimal information possibilities of pho-

ton echo neural network in tasks of the images and complex

signals detection and estimate a possibility of the resonance

stochastic effects manifestation. In particular, the input signal

is modelled by the sin, cos , soliton-like, rectangular pulses.

Besides, it has been considered a case of the noise input signal

sequence. It is shown that for definite value of the additive

noise intensity D ( D = 0.000 − 0.004 ) a tutoring process of

the neural network is very effective and the signal reproduction

is an optimal (the optimal value D = 0.0017 ). A coherence of

input and output is optimal under definite level of noise. So, it

is shown firstly that it’s possible a realization of the stochastic

resonance regime in a system.

[1] A. Glushkov, et al., Int. Journ. Quant. Chem. 99, 936
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(Springer) (2008); Europ. Phys. Journ. in print (2008).
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Quantum stochastic computation of energy trans-
fer and effect of the rotational and V-T relaxation
on multi-photon excitation and dissociation in
molecules.

O.Yu. Khetselius1,2, A.V. Loboda2, S.V. Malinovskaya2,
Yu.V. Dubrovskaya2 and A.A. Svinarenko2

1Odessos Quantum Optics Centre, Ukraine.
2Odessos University, Ukraine.

Phenomenological approach to description uncollisional exci-

tation of number of molecules (CF3I, SF6, OsO4 etc.) has

been realized in papers of Letokhov, Stown etal [1]. At the

same time a problem of correct quantum computation of dy-

namics of multi-photon processes, a role of collisions, selectiv-

ity of dissociation, absorption and energy transfer etc. requires

a further studying. In this paper within new stochastic, quan-

tum kinetics model we carried out the quantum computation

of energy transfer and effect of the rotational and V-T relax-

ation on multi-photon excitation and dissociation in molecules.
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It is studied a link between the integral characteristics of the

multi-photon excitation and dissociation with parameters of

relaxation in a medium of the buffer gas (N2). It is calculated

the output of multi-photon dissociation and absorbed energy

for the following molecules UF6, SF6, CF3Br and others.

We describe a process of excitation into continuum within gen-

eralized kinetical equations model [2]. A key moment is con-

nected with account of the stochastic diffusion mechanism in

quasi-continuum. To describe an excitation on the lowest dis-

crete levels it is used a modified Letokhov model where the

lowest levels system is described by two velocities: radiative

velocity of excitation of some separated levels, which is pro-

portional to pressure, and the rotational relaxation velocity.

We calculate a dependence of the absorbed energy and dis-

sociation output upon the summarized pressure (for example

p = p(N2) + p(CF3Br) ) for a number of the CO2 laser lines

as follows 1048.66, 1043.16, 1035.47 cm−1. It is carried out an

analysis of absorption by molecules in the quasi continuum,

molecules on the lowest levels, contribution of the V-T relax-

ation. Stochastic model block is manifested in more correct

description of the excitation quantum dynamics in the quasi

continuum.

[1] V.S. Letokhov, Nonlinear Selective Photoprocesses in

Atoms and Molecules, Moscow (1983).

[2] A. Glushkov, et al, Int. Journ. Quant. Chem. 104, 562

(2005); 104, 512 (2005); J. Phys. CS. 11, 199 (2004); 35, 420

(2005); Recent Adv. Theor. Phys. Chem. Syst. (Springer)

15, 285 (2006); Europ. Phys. J. in print (2008); Molec. Phys.

in print (2008).

Synchronization and Laplacian spectra on
weighted random networks.

D. Kim and B. Kahng

Department of Physics and Astronomy, Seoul National University,

Seoul, Korea.

Spectral properties of Laplacian matrix defined on weighted

complex networks are of interest in connection with the syn-

chronization problem. The spectral density, or the density of

states, of various matrices defined on the static model of scale–

free networks can be obtained from nonlinear integral equa-

tions [1]. When the mean degree of the network is large, the

nonlinear integral equations admit simple solutions. The for-

malism has been applied first to the adjacency matrix [2] and

subsequently to the Laplacian, normalised Laplacian (or ran-

dom walk), weighted Laplacian and weighted adjacency matri-

ces in Ref[1].

However it can be applied to the Laplacian of weighted net-

work only when one approximates the diagonal elements by

their ensemble averaged values. We find the approximation is

good in the large eigenvalue tails and explore its consequences.

With this proviso, the eigenratios which determine the stabil-

ity of synchronized states of coupled nonlinear oscillators are

derived analytically for several cases of link weights. When

comparable, our results confirm the universal behavior found

in Zhou et al. [3] Also when the coupling strengths on scale-

free networks are normalized by kβ , k being the degree of a

node and β a constant, the eigenratio scales with the system

size N as |1 − β| logN in agreement with numerical data of

Motter et al. [4].
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Restricted curvature model and restrited-solid-
on-solid model with conserved noise.

J.M. Kim

Department of Physics, Soongsil University, Seoul, Korea.

The activation of adatoms through the surface diffusion cre-

ates some randomness, and the surface diffusion itself gen-

erates a conservative noise [1]. Actually different exponents

and universality classes are expected for the equation with a

conservative noise [2,3,4]. We introduce a conserved noise re-

stricted curvature (CNRC) model, which has volume conser-

vation in the restricted curvature model. One particle on the

x+1 site is moved to the x site with probability 1/2 producing

h(x) −→ h(x) + 1 and h(x+ 1) −→ h(x+ 1)− 1 , or vice versa

h(x) −→ h(x)−1 and h(x+1) −→ h(x+1)+1. If the restriction

on the local curvature |∇2h| = |h(x+1)+h(x−1)−2h(x)| ≤ N
on both the pair sites and the nearest neighbor sites is not

satisfied, the corresponding local movement of the particle is

forbidden, where N is a preassigned integer. There is no de-

position or evaporation of particles except local diffusions of

surface particles so that the sum of the heights
∑

x h(x) is

conserved. In the CNRC model, the surface width W of the

model grows as tβ at the beginning with β ≈ 0.25 and becomes

saturated at Lα for t � Lz with α ≈ 1.5 in one substrate di-

mensions, where L is the system size. They are consistent

with β = 1
4

, α = 3
2

and z = 6. In the restrited-solid-on-solid

(RSOS) model with conservation of total number of particles,

we obtain β ≈ 0.12 and α ≈ 0.49 being consistent with β = 1
8

,

α = 1
2

and z = 4 within the error bar. The conservation law

leads to different universality classes following sixth-order (RC)

and fourth-order (RSOS) linear equation with the conservative

noise. The relations between our models and the equations are

discussed.

[1] A.-L. Barabási and H.E. Stanley, Fractal Concepts in Sur-

face Growth (Cambridge Univ. Press, Cambridge, 1995).

[2] Z. Rácz, M. Siegert, D. Liu and M. Plischke, Phys. Rev. A

43, 5275 (1991).

[3] T. Sun, H. Guo and M. Grant, Phys. Rev. A 40, 6763

(1989).

[4] J.M. Kim, Mod. Phys. Lett. B 18, 11 (2004).

An explanation for the emergence of commonly
observed stylized facts using data from experi-
mental financial markets.

M. Kirchler and J. Huber

Department of Banking and Finance Innsbruck University School

of Management, Innsbruck, Austria.

In this paper we present data from market experiments con-

ducted with students at the University of Innsbruck. In our

laboratory markets we find almost identical stylized facts com-
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pared to real market data. The cumulative distribution func-

tion of absolute log returns exhibits fat tails with Hill Estima-

tors ranging from 1.8 to 3.6. All experimental treatments also

show the typical pattern of increasing Hill estimators with de-

creasing tail size. Regarding the volatility clustering property

we observe a fast decay of the ACF of log-returns, while the

autocorrelation function of absolute log-returns decays slowly

towards zero. Another stylized fact is reported in Scalas et

al. (2006) and Kaizoji and Kaizoji (2004). They find that

the survival function of waiting times between trades is non-

exponential, but exhibits fat tails. In real financial markets the

probability of large waiting times is much higher than can be

expected by an exponential function with the same parameters.

In our laboratory markets, the survival function of normalized

waiting times does not coincide with the exponential fit, but

shows large outliers in the tail of the distribution. In a next

step, we analyze the data with pooled linear regression models

to explain the emergence of fat tails and volatility clustering.

The latter is mainly caused by the time effects of decreasing

uncertainty and increasing homogeneity in traders’ expecta-

tions within the experiment and within each period. Thus,

the probability of large price deviations is highest at the be-

ginning of the experiment and at the beginning of each period

due to traders’ heterogeneity in expectations. When we relate

this finding to the suggestion of Campbell et al. (1997), that

fat tails are caused by variations in volatility, our results show

that volatility is highest after the arrival of new information,

and decreases as information is reflected in prices. Traders’

opinions seem to converge towards an endogenously evolving

equilibrium in the course of the experiment. Besides these

time effects, the actions of uninformed traders contribute sig-

nificantly more to fat tails than do informed traders. Addition-

ally, the percentage of the use of a fundamental strategy within

each trade has no clear influence on our volatility measure.

[1] J.Y. Campbell, W.Lo Andrew and A.C. MacKinlay, The

Econometrics of Financial Markets, (Princeton University

Press, New Jersey 1997).

[2] T. Kaizoji and M. Kaizoji, Power laws for the calm-time

interval distribution of price change in stock markets, Physica

A 336, 563 (2004).

[3] E. Scalas, T. Kaizoji, M. Kirchler, J. Huber and A.

Tedeschi, Waiting times between orders and trades in double-

auction markets, Physica A 366, 463 (2006).

Probability of large movements in multivariate
intermittent time-series.

R. Kitt, M. Säkki and J. Kalda

Institute of Cybernetics at Tallinn University of Technology.

Mankind has tried to predict the future since early ages. Sim-

ilarly to the attempt to invent perpetum mobile, the future

telling has failed. However, there is causality between the

events, or sequences of the events, in the nature (and social

systems), i.e., the events can be correlated. The attempts to

reveal the correlations or causality have proven to be more suc-

cessful in the scientific world.

In our recent work we have studied multivariate intermittent

time-series and introduced a method of time series analysis

based on properties of periods of low-variability [1-4]. The

latter refers to the technically simple, but surprisingly pow-

erful method that can be viewed as a complementary tool to

the standard multifractal analysis. Low-variability period is

referred to the consequent values of realizations, where the

change in some signal remains below given threshold. In [2],

we have devised a relationship that offers the probability of

observing larger-than-threshold movement in input signal af-

ter having observed the “silent” period. We have already em-

pirically tested the probability of the “silence breaking” in fi-

nancial time-series [4].

In this paper we elaborate the concept of the probability of

large variations to the biological signal, such as human heart

rate dynamics. Previously [3], we have shown that the dis-

tribution of low-variability periods in human heart rate fol-

lows power law for meaningfully broad inertial range of scales.

Such scaling properties lead to the same result for the prob-

ability of “silence breaking” in case of heart rate as it was

for financial time-series. This paper highlights super-universal

nature of that empirical relationship. Finally, we propose a

new characteristic – the range of scales where the probability

of “silence breaking” is inversely proportional to the length

of low-variability period. This measure adequately describes

short-time heart rate variability and therefore can be diagnos-

tically useful tool.

[1] R. Kitt, J. Kalda, Physica A 345, 622 (2005).

[2] R. Kitt, J. Kalda, Physica A 353, 480 (2005).

[3] M. Säkki, J. Kalda, M. Vainu, M. Laan, Physica A 338,

255 (2004).

[4] R. Kitt, M. Säkki, J. Kalda, Probability of large movements

in financial time series, unpublished.

Parkinson’s law revisited: Socio-physical investi-
gations on 3 essays.

P. Klimek1, R. Hanel1 and S. Thurner1,2

1Complex Systems Research Group, HNO, Medical University of

Vienna, Austria.
2Santa Fe Institute, Santa Fe, USA.

Despite the rampantly growing body of management litera-

ture, there are only few of these works that have received the

honour to become scientifically underpinned seminal knowl-

edge. Parkinson’s Law [1] is one such example. Notwithstand-

ing the original humorous formulation, the main conclusions

drawn by him (e.g. the famous sentence that ’work expands

so as to fill the time available for its completion’) find their

validity in diverse fields like sociology, human resource man-

agement and information technology. The present paper aims

at revitalizing three results from C. Northcote Parkinson by

means of a socio-physical analysis. We begin with a review of

his studies on directors and councils, where he conjectures that

a decision-making body is rendered inefficient after its mem-

bership passes a certain size (the ’Coefficient of Inefficiency’).

We reported evidence for the existence of such a critical group

size by empirically relating the cabinet size of a country to in-

dicators for governance quality and human development [2,3].

We extended an opinion formation model [4] to small groups

which gives quantitative insights into the mechanisms consti-

tuting this critical size. Secondly, we analytically develop a

framework for bureaucratic growth as proposed by Parkinson

from his studies on the British naval history. We show that

the forces he conjectured to govern this growth, namely that

(i) officials try to maximize their subordinates and (ii) officials

make work for each other, indeed provide an explanation for

the swelling of bureaucratic institutions. We thus derive an

explicit formula for “Parkinson’s Law”. Finally we turn to a



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 61

third essay where we tackle the question at which age an offi-

cial should retire in order to ensure an optimal functioning of

the administrative body he is working for. Here we find that

this ’Pension Point’ does not solely depend on the capabilities

of the official whose retirement we are considering, instead we

have to look at his possible successors and prevent them from

becoming frustrated by a lack of opportunities to get promoted

(also known as suffering from the Prince Charles Syndrome).

[1] C. N. Parkinson, Parkinson’s Law and other studies in ad-

ministration (Buccaneer Books, Cutchogue, 1957).

[2] Human development report 2007/2008 (United Nations De-

velopment Programme, New York, 2007).

[3] D. Kaufmann, A. Kraay and M. Mastruzzi, Policy, Re-

search working paper, WPS 4280 (2007).

[4] P. Klimek, R. Lambiotte and S. Thurner, Europhys. Lett.

82 2, 28008 (2008).

Statistics of competing lattice instabilities and
structural transitions in complex oxides.

E. Klotins and A. Kuznetsov

Institute of Solid State Physics, University of Latvia .

Structural phase transitions are important ingredient in any

description of complex oxides with electric polarization as the

defining property. Despite its primary role in phenomenologi-

cal theories, the microscopic understanding of structural tran-

sitions is an objective of extensive research, especially in the

context of modern applications, where spatial inhomogeneity

and deviation from thermodynamic limit becomes significant.

Unlike canonical Ising-type models, the standard picture of

what happens inside a metastable complex oxide is almost

invariable based on empiric (Landau) and first-principles ef-

fective Hamiltonians [1]. A framework, unifying both types

of Hamiltonians, is the unavoidable interaction of the system

with thermal environment resulting in the statistics capturing

both the anharmonic Hamiltonian and stochastic dynamics.

Here we present advancements in the mathematical tools ef-

fective for modeling and identification of lattice instabilities.

The regular behavior is modeled both for Landau [2] and ef-

fective lattice dynamical (phonon) [3] Hamiltonians whereas

the stochastic dynamics emerges from thermal environment.

Fokker-Planck approach for these model Hamiltonians yields

multivariate probability density of lattice instabilities as a com-

peting effect of long-range Coulomb, elastic and electroelastic

interactions in presence of thermal environment. Special atten-

tion is paid to the solution of time dependent Fokker-Planck

equation mapped to imaginary time Schrödinger equation as

a complementary alternative to Monte Carlo simulations.

Representative examples [4] include time and temperature de-

velopment of the intrinsic (domain) structure triggered by a

source of ergodicity breaking and affected by electrical and

mechanical boundary conditions. Structural transitions in dots

and thin films are modeled for BaTiO3 as the prototype com-

plex oxide.

This work was supported by the Latvian State research pro-

gram, Project Nr. 2 and Collaboration project Nr. 05.0005.

[1] W. Zong and D. Vanderbilt, Phys. Rev B 52, 6301 (1995).

[2] E. Klotins, Eur. Phys. J. B 50, 315 (2006).

[3] J. Paul, T. Nishimatsu, Y. Kawazoe and U.V. Waghmare,

Phys. Rev. Lett 99, 077601 (2007).

[4] E. Klotins, Ferroelectrics (in press 2008).

Spreading of innovations in socio-economic sys-
tems.

G. Kocsis and F. Kun
Department of Theoretical Physics University of Debrecen,

Hungary.

Technological evolution of socio-economic systems has two

major components [1]: (i) Innovation New products, ideas,

paradigms emerge as a result of innovations which are then

tested by the market. (ii) Spreading Successful technolo-

gies spread over the system resulting in an overall technolog-

ical progress. Recently, we have introduced an agent-based

model for the spreading of technologies in socio-economic sys-

tems where the technology is mainly used for the communi-

cation/interaction of agents [2]. In the model, the agents use

products of different technologies to communicate with each

other which induce costs proportional to the difference of tech-

nological levels. Additional costs arise when technologies of

different providers are used. Agents can adopt technologies

and providers of their interacting partners in order to reduce

their costs leading to microscopic rearrangements of the sys-

tem. Analytical calculations and computer simulations per-

formed on a square lattice have revealed that starting from a

random configuration of different technological levels a com-

plex time evolution emerges where the spreading of advanced

technologies and the overall technological progress of the sys-

tem are determined by the amount of advantages more ad-

vanced technologies provide, and by the structure of the social

environment of agents [2].

In the present project we study the effect of network topolo-

gies of agents’ social contacts on the competition of products

of different technological levels and on the spreading of new

innovations. To make the model more realistic we consid-

ered networks of agents with small-world and scale-free proper-

ties. Analytic calculations and computer simulations revealed

a broad spectrum of novel behaviors when the topology of so-

cial contacts is varied. We show that the degree polydispersity

and long range connections of agents can facilitate, but it can

also hinder the spreading of new innovations, depending on

the amount of advantages provided by the innovation. We

determine the critical fraction of innovative agents required

to initiate spreading and to obtain a significant technologi-

cal progress. As the fraction of innovative agents reaches the

critical value, the spreading process slows down analogous to

the critical slowing down of continuous phase transitions. The

relaxation time proved to have a power law divergence when

increasing the system size with a critical exponent 5/4. The

model captures some relevant features of the spreading of in-

novations in telecommunication technologies.

[1] E.M. Rogers, Diffusion of Innovations, Fifth Edition (New

York, Free Press, ISBN 0-7432-2209-1).

[2] F. Kun, G. Kocsis and J. Farkas, Cellular automata for the

spreading of technologies in socio-economic systems, Physica

A 383, 660 (2007).
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Conductivity with cold atoms.

A.R. Kolovsky
Kirensky Institute of Physics, Krasnoyarsk, Russia and Founda-

tion of Research and Technology, Heraklion, Greece.

The ordinary theory of conductivity in metallic crystal relies

on two assumptions: (i) a finite conductivity is mainly due

to the electron scattering on impurities or lattice defects; (ii)

absolute value of the electron velocity, given by the Fermi ve-

locity, is affected neither by electric field nor collisions with

impurities. It is easy to show that in the classical approach

these two assumptions lead to diffusive current proportional

to the electric field. In the quantum theory of ordinary con-

ductivity, also known as the Kubo-Greenwood approach, one

additionally takes into account interference between different

electron paths, which was found to suppress the diffusion in the

3D geometry (the so-called phenomenon of weak localization),

and completely eliminates it in the 1D geometry (Anderson

localization).

In the present work we critically review the ordinary theory of

conductivity, having in mind its application to cold atoms in an

optical lattice. Obviously this quantum-optics system models

the solid state system, where neutral atoms and optical lattice

play roles of electrons and crystal lattice, respectively. How-

ever, there are two essential differences. First, unlike the Fermi

electron velocity, the atom velocity is close to zero and even a

weak static force considerably changes its absolute value, thus

invalidating assumption (ii). The second difference concerns

the nature of scattering centers. Because optical lattices are

perfect, one introduces impurities by adding different species

of atoms. Clearly these are not stationary impurities, although

their mobility can be decreased towards zero by increasing the

lattice depth. Thus one meets both the cases of “static” and

“dynamic” impurities.

The first part of the talk is devoted to diffusion of cold atoms

due to elastic scattering on static or dynamic impurities in the

presence of a static force. We show that even in the case of

static impurities the effect of forcing may overcome the effect

of Anderson localization, which leads to diffusive dynamics

already in the 2D geometry. In the second part of the talk

we focus on drift atomic current in the presence of inelastic

collisions, where we employ the master equation approach to

obtain the current-voltage characteristic of the system.

[1] A.R. Kolovsky, Diffusive dynamics of cold atoms in the 2D

optical lattices, in preparation.

[2] A.V. Ponomarev, J. Mandronero, A.R. Kolovsky and A.

Buchleitner, Atomic current across an optical lattice, Phys.

Rev. Lett. 96, 050404 (2006).

[3] A.R. Kolovsky, Atomic current in optical lattices: Esaki-

Tsu equation revisited; arXiv:0803.1229[quant-ph].

Correlations in complex systems.

I. Kondor
Collegium Budapest, Institute for Advanced Study and De-

partment of Physics of Complex Systems, Eötvös University,

Budapest, Hungary.

One of the fundamental properties of complex systems is their

irreducibility: they depend on a huge number of details that

all can become important. We argue that this is tantamount

to saying that correlations in a complex system must be long

ranged in the sense that any component of the system must be

strongly correlated with a large number of other components,

though not necessarily with its geometrically close neighbours.

If we arrange the correlations between any given component

with the others in descending order according to their abso-

lute values, then we will not find a characteristic value beyond

which the correlations would become negligible. This means

that the correlations must fall off as a power law. This has far

reaching consequences for the description of complex systems,

and also for their numerical simulations. These ideas are illus-

trated on the example of a random Kaufman automaton where

we find extremely slowly, perhaps even logarithmically decay-

ing correlations. Preliminary results for a spin glass modell are

also presented.

Subnetworks in genetic networks.

M. Krawczyk
Faculty of Physics and Applied Computer Science

AGH University of Science and Technology, Kraków, Poland.

Computational analysis of genetic networks grapples with two

sources of noise: one resulting from the individual fluctuations

of the gene expression and another resulting from the biological

measurement. Analysis of the experimental data in this case is

possible via an application of the clustering algorithms, which

enable for the division of the whole set of analysed genes into

groups. The characteristic feature of the clustering algorithms

is that some division is achieved regardless of the possible ran-

dom structure of the network. Because of that, the relevance of

the obtained results is the most difficult problem in the prob-

lem. Another important question is if the applied algorithm

enables to obtain the proper division of noisy data.

In our work we analyse three different clustering algorithms

in terms of their ability to reproduce the initial structure of

a noisy network. Networks used in computer experiment are

constructed as follows: the starting point is a set of separated

clusters (nodes belonging to given cluster are not connected

with nodes in other clusters). Subsequently all values of the

connectivity matrix are disturbed by random numbers selected

from the uniform distribution (0, ε), where ε is the amplitude

of the noise. Next we apply the well-known Newman algo-

rithm [1], where at the beginning the number of clusters in

equal to the number of nodes of the network, and the connec-

tion of clusters is based on the maximisation of the modularity.

The second analysed algorithm is based on the evolution of the

connectivity matrix elements according to the set of differential

equations [2]. The last algorithm is based on the synchronisa-

tion of the a of oscillators placed at the vertices of the network.

There, the dynamics of the system depends on the strength of

the interactions between the oscillators [3].

[1] M.E.J. Newman, Phys. Rev. E 70, 056131 (2004).

[2] P. Li, Z. Yi, Physica A 387, 1669 (2008).

[3] M.J. Krawczyk and K. Kulakowski, arXiv:0709.0923v5

[physics.data-an].
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The norm game – how a norm fails.

K. Ku lakowski
Faculty of Physics and Applied Computer Science

AGH University of Science and Technology, Kraków, Poland.

The norm game described by Axelrod [1,2] was recently

treated within the master equation formalism [3]. The strate-

gies are: to obey the norm or to defect and to punish those who

break it or not. Our aim is to control the space of parameters

and to construct a phase diagram of the game. The punish-

ment, the temptation, the punishment cost and the relaxation

of vengeance are modeled by four parameters; for the fixed

points and their stability, only two ratios of these parameters

are relevant. Here [4] we discuss the case, when i) those who

break the norm cannot punish and the opposite, ii) the ten-

dency to punish is suppressed if the majority breaks the norm.

For some values of the parameters the solution displays the

saddle-node bifurcation. The stable branch describes the case

when the amounts of defectors and punishers depend on the

model parameters. Another solution is that everybody breaks

the norm. This branch is always stable. The results indicate,

that the amount of defectors can sharply increase when the

punishment cost exceeds some critical value.

The model is supplemented by new Monte-Carlo simulations

on the Erdős–Rényi directed network. The node degree is

equivalent to the number of those who can punish. The dy-

namic parameters are the punishment are the punishment cost.

For some values of the parameters we observe a bistable solu-

tion; the stationary state depends on the initial distribution

of the boldness and the vengeance of the agents. In two dif-

ferent states either most of agents defects, or most of them

punish. As the punishment cost increases, the latter solution

is less stable and finally disappears. If the node degree is less

than two, the bistability is lost; instead, we observe a continu-

ous rise of the number of defectors with the punishment cost.

More details can be found in [4].

[1] R. Axelrod, The Complexity of Cooperation, (Princeton UP,

Princeton 1997).
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Coupling via threshold-induced switching in a
heterogeneous agent financial model.

H. Lamba
Department of Mathematical Sciences, George Mason University.

We consider a class of financial heterogeneous agent models

that allow for the sytematic study of deviations from the stan-

dard efficient market assumptions. An important component

of these efficient market theories is the hypothesis (known as

rational expectations) that even though agents differ in their

future expectations of market performance, on average their

forecasts are ‘correct’ and so the aggregate behaviour is also

‘correct’ with asset prices efficiently incorporating all available

information. A necessary condition for the rational expecta-

tions condition to hold is that no coupling occurs between

agents, resulting in the valid reduction to rational expecta-

tions via a mean-field limit.

We propose a class of models within a highly simplified trad-

ing environment in which each agent can only be long or short

one unit of stock, and where an agent’s ‘strategy’ is repre-

sented by a pair of moving thresholds straddling the current

asset price. When either of the thresholds is breached by

the asset price the agent switches trading position and a new

pair of thresholds for that agent is generated. Such a model-

ing approach plausibly represents the decision-making process

of irrational investors, purely mechanical buy/sell automated

trading programs and all points inbetween. The thresholds

for each agent evolve in time and different threshold dynamics

can be interpreted as mimicking differing investor motivations

ranging from pure information-processing, through rational-

but-perverse behaviour induced by moral hazards or perverse

incentives, to purely psychological effects.

Assuming a continuum of agents, the entire system can be

modeled as a Preisach weight function that itself evolves in

time, unlike the weight functions used to model magnets that

are constant. This approach highlights strong similarities to

other systems displaying self-organized criticality and may help

shed light on the existence of power-law exponents that have

been observed in many real-world financial markets

[1] R. Cross, M. Grinfeld, H. Lamba and T. Seaman, A thresh-

old model of investor psychology, Physica A 354, 463 (2005).

[2] H. Lamba and T. Seaman, Rational expectations, psychol-

ogy and inductive learning via moving thresholds, to appear in

Physica A; arXiv:0709.4242[physics.comp-ph]

Detecting the overlapping and hierarchical com-
munity structure of complex networks.

A. Lancichinetti1, S. Fortunato1 and J. Kertész2

1Complex Networks Lagrange Laboratory (CNLL), Institute for

Scientific Interchange (ISI), Torino, Italy.
2Department of Theoretical Physics, Budapest University of

technology and Economics, Hungary.

Many networks in nature, society and technology are charac-

terized by a mesoscopic level of organization, with groups of

nodes forming tightly connected units, called communities or

modules, that are only weakly linked to each other. Uncov-

ering this community structure is one of the most important

problems in the field of complex networks and has countless

applications in different disciplines like biology, computer and

social sciences. The solution is hampered by the fact that the

organization of networks at the “mesoscopic”, modular level

is usually highly non-trivial, for at least two reasons. First,

there is often a whole hierarchy of modules, with communi-

ties embedded within other communities. Second, nodes often

belong to more than one module, resulting in overlapping com-

munities. Here we present the first algorithm that finds both

overlapping communities and the hierarchical structure. The

method performs a local exploration of the network, searching

for the natural community of each node. During the procedure,

nodes can be visited more times, no matter whether they have

been assigned to a community or not. In this way, overlapping

communities are naturally recovered. The variation of a reso-

lution parameter, determining the average size of the commu-

nities of a modular structure, allows to explore all hierarchical

levels of the network. The method is very fast and makes pos-
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sible the analysis of systems with millions of nodes. Tests on

real and artificial networks give excellent results. The method

is also capable to reveal the absence, not only the presence,

of community structure, as shown by applications on random

graphs.
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plexity and System Science, B. Meyers (Ed.) (Springer, Hei-

delberg, 2008), arXiv:0712.2716[physics.soc-ph].
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Relaxation of relativistic plasmas under the effect
of wave-particle interactions.

G. Lapenta1, S. Markidis2 and G. Kaniadakis3

1 Centrum voor Plasma Astrofysica, Departement Wiskunde,

Katholieke Universiteit Leuven, Heverlee, Belgium.
2 Depart. of Nuclear, Plasma and Radiological Engineering, Univ.

of Illinois at Urbana-Champaign, USA.
3 Dipartimento di Fisica, Politecnico di Torino, Italy.

We simulate the acceleration of electrons to relativistic ener-

gies due to the interaction of electrons with waves generated

by longitudinal (i.e., electrostatic) streaming instabilities in

plasmas. Two equal systems undergoing a streaming insta-

bility evolve, one according to the classical Newtons law and

one according to the special relativity dynamics equation. The

system that obeys Newtons law relaxes to a Maxwellian equi-

librium distribution. In the case of the relativistic dynamics,

the equilibrium distribution exhibits peaks in the phase space

at high momenta and a larger number of particles at high ener-

gies. This steady electron population at higher energies could

explain power-law energy distribution in many plasma physics

and astrophysical systems.

The present work provides a physical mechanism to substan-

tiate the statistical mechanics approach recently proposed by

Kaniadakis [1,2]. Based solely on the metric of the Minkowski

spacetime, a new class of particle distributions can be derived:

a hybrid distribution similar to a Maxwell-Jüttner at low en-

ergy and to power laws at high energy.

The converging conclusion of the previous theory by Kani-

adakis and of the present simulation study is that extreme

electron energization in streaming instabilities and the subse-

quent onset of high-energy power-law tails is a reflection of

the nature of the Minkowski spacetime and not of any specific

plasma physics phenomenon. On account of this possibility,

the mechanism outlined above can have a larger scope than

just the specific configuration considered.
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Two dimensional gas of Bosons or Fermions in
the context of q-deformed algebra.

A. Lavagno1 and P.N. Swamy2

1Dipartimento di Fisica, Politecnico di Torino, Italy.
2Department of Physics, Southern Illinois University, Ed-

wardsville, USA.

It is well-known from the early work of R. May in 1960’s

that Bosons do not exhibit condensation phenomenon in two

dimensions i.e., a two dimensional gas does not exhibit Bose

condensation [1]. On the other hand it is also well-known that

the thermostatistics arising from q-deformed oscillator algebra

has no connection with the spatial dimensions of the system

and hence exhibit q-Bose condensation in any space dimension

[2,3]. Our recent work [2,3] was devoted to the study of gen-

eralized thermodynamics of q-deformed Bosons and Fermions,

in particular the important thermodynamic functions such as

the entropy, occupation number,internal energy and the spe-

cific heat in ordinary three spatial dimensions. We had shown

that such a thermostatistics is described in a consistent man-

ner using the Jackson Derivative in q-deformed thermodynam-

ics. While two dimensional ensembles obey anyon statistics,

as a continuous variation from Bose to Fermi, with special

properties and peculiarities due to invariance under the braid

group [4], it turns out that the statistics is either Bosonic or

Fermionic in the q-deformed algebra formulation without any

intermediate statistics, and furthermore the q-deformation of

the algebra of oscillators has the same form in all spatial di-

mensions. It is thus unclear as to how to describe the ther-

mostatistics of an ensemble in two dimensions. This question

is therefore unresolved and we now investigate this problem.

We show that the absence of Bose condensation persists also

in the q-deformed case.

It is not clear whether there is any connection between the

thermostatistics and q-deformed algebras in two dimensions.

Many recent attempts have been made to investigate deformed

algebras in two dimensions [5]. The crucial first step is thus

the investigation of thermostatistics of ensembles described by

q-deformed algebras in two dimensions. Furthermore it is also

well-known [1] that an ensemble in two spatial dimensions

has some unusual behavior e.g., there is no discontinuity in

the specific heat, the specific heat at constant volume is the

same for Bosons and Fermions; although the Bosons do not

condense, they do crowd into the lowest few states, giving a

sharply peaked distribution; the Fermi distribution is similar

to the three-dimensional case with uniform occupation of all

states up to the Fermi energy. We investigate the behavior

of specific heat at constant volume for Bosons and Fermions

and other features in two spatial dimensions in the context of

q-deformed algebra.

[1] R. May, Phys. Rev. A 135, 1515 (1964).

[2] A. Lavagno and P. Narayana Swamy, Phys. Rev. E 61,

1218 (2000).

[3] A. Lavagno and P. Narayana Swamy, Phys. Rev. E 65,

036101 (2002).

[4] A. Lerda, Anyons, (Berlin, Springer 1992).

[5] L. Frappat, et al., Phys. Lett. B 369, 313 (1996).
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Continuous electrodynamics and collective
dynamics of vortices in nanostructured supercon-
ductors.

F. Laviano, R. Gerbaldo, G. Ghigo, L. Gozzelino,
G. Lopardo, B. Minetti and E. Mezzetti
Department of Physics, Politecnico di Torino, Italy and Istituto

Nazionale di Fisica Nucleare, Sez. Torino, Italy.

High temperature superconducting films electrodynamics can

be controlled by tailored nanostructuring into microsize re-

gions. We created local pinning modulations in YBCO films

by means of confined high energy heavy ion irradiation. The

high energy of the ions allows us to introduce nanometric size

defects with a well defined anisotropy [1]. The dose was chosen

in such a way to reduce the local critical current of the irradi-

ated area. The nanostructured pattern consists of micrometer

scale channels embedded into the as-grown superconductor.

The basic geometry of a rectangular region inside strip-shaped

samples was considered in order to investigate in detail the ef-

fect of the orientation of planar boundaries with respect to the

super current flow direction. Here we present the two comple-

mentary orientations of the modulated region: perpendicular

and parallel to the main supercurrent flow. We used a quanti-

tative magneto-optical analysis to measure the magnetic field

vector and the supercurrent for each point of the whole sample

surface [2]. From a general point of view for a transversal geom-

etry the enhanced magnetic flux diffusion at defect interfaces is

well described by taking into account the electric field focusing

at such planar boundaries [3]. The quantitative measurement

of both magnetic field and current density distributions allows

indeed comparison with continuum models of superconducting

electrodynamics in thin films [4]. However in the case of mi-

cropatterned regions parallel to the main current flow, vortex

bundle jumps and a Meissner volume compression are clearly

observed after the vortices enter the irradiated region. The

discrete nature of vortex matter in this system becomes evi-

dent from peculiar local magnetic field distribution inside the

nanostructured channel and the whole scenario presents some

new patterns that could be better accounted for in a framework

of self organising phenomena in complex systems.

[1] E. Mezzetti, R. Gerbaldo. G. Ghigo, L. Gozzelino, B.

Minetti, C. Camerlingo, A. Monaco, G. Cuttone and A. Rov-

elli, Phys. Rev. B 60, 7623 (1999).

[2] F. Laviano, D. Botta, A. Chiodoni, R. Gerbaldo, G. Ghigo,

L. Gozzelino, E. Mezzetti and S. Zannella, Superconductor Sci-

ence and Technology 16, 71 (2003).

[3] Th. Schuster, H. Kuhn and E.H. Brandt, Phys. Rev. B

54, 3514 (1996). [4] E.-H. Brandt, Phys. Rev. B 64, 024505

(2001).

Analysis of packet traffic in a data network
model under normal traffic conditions & under
distributed denial-of-service attack.

A.T. Lawniczak1, S. Xie1, H. Wu1 and B. Di Stefano2

1Department of Mathematics & Statistics, University of Guelph,

Canada.
2Nuptek Systems Ltd., Canada

The Packet Switching Network (PSN) is a dominant tech-

nology of data communication networks. Many factors, e.g.

routing algorithms, traffic load and type, network connection

topology type, influence performance of PSNs. To achieve the

desired network performance, one needs to study quantita-

tively which of these factors and which of their interactions

have more significant effect on various network performance

metrics measuring service delivery of packets.

A denial of service (DoS) attack is an attempt to make a com-

puter resource normally available in a PSN unavailable to its

intended users. In a distributed DoS (DDoS) attack, the at-

tacker carries on his/her actions by means of multiple comput-

ers, called “zombies”, located at various network nodes, almost

always controlled in a covert and surreptitious way, without

any knowledge of their legitimate owners. For example, by is-

suing a huge number of ping, ‘echo requests’, from a very large

number of zombies spread all over the network, it is possible

to cripple the target victim rendering it so overloaded that it

will eventually come to a standstill.

We present a modification of our existing PSN model of the

Network Layer of the 7-Layer OSI Reference Model and its

C++ simulator, Netzwerk [1,2,3] to study DDoS attack [4,5].

This modification allows modeling a PSN containing one vic-

tim computer and a user defined number of zombies located at

either specified nodes or located at random. Start and end of

attack time can be specified separately for each zombie. As in

most real life cases, zombies continue to carry on their normal

jobs during the attack, i.e., they act also as source, destina-

tions, and routers of legitimate data transfers. However, each

zombie also sends a packet to the victim at each time step of

the simulation.

Using statistical techniques of design of experiment (DoE) and

functional fixed effect models based on ANOVA (Analysis of

Variance) we study how the factors routing cost metric and

source load, considered at various levels, and their interactions

affect response metric network performance indicator “number

of packets in transit” NPT. For normal type of traffic our fo-

cus is on the study near phase transition point from free flow

to congested states of our PSN model where the transmission

efficiency is the highest. The aggregate measure of network

performance indicator NPT provides important information

about the packet traffic level and if the network is congested

or not. We study the effects of DDoS attacks on NPT. Addi-

tionally, we use information entropy to detect the presence of a

DDoS attack [4,5]. We consider different dynamic routing cost

metrics and static routing cost metric. We present selected

simulation results and outline our future work.
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Beyond the PB equation: developments in the
field theoretic formulation of the statistical me-
chanics of a macro-ion surrounded by electrolyte
solution.

D. Lee

Max Planck institute for the physics of complex systems, Dresden,

Germany.

I consider a model of a macro-ion surrounded by small ions

of an electrolyte solution. It is possible to transform the sta-

tistical mechanical formulation of such a system into the sta-

tistical field theory of a fluctuating electrostatic potential [1].

My field theoretical formulation goes further than [1] in three

ways. Firstly, the macro-ion core is modeled as a region of low

dielectric constant. Secondly, the effects of finite size charge

distributions of the small ions are considered. Lastly, it is

also possible to consider chemi-adsorption, in the formulation,

which can be modeled by a short range interaction potential

between the ions and the surface of the macro- ion. Including

such considerations, I extend the Hartree approximation con-

sidered in [1]. In such a framework, it is possible to derive a

modified P-B equation, which describes the mean electrostatic

potential, coupled to an equation that describes the correlation

function of the fluctuating field. These equations include ion

correlation, finite size and image charge effects. These are ne-

glected in the standard Poisson- Boltzmann equation, which is

simply the Gaussian or saddle point approximation of this field

theory for point like ions. So far, I have estimated the mean

electrostatic potential, number distributions of ions and the

charge density (all, at the moment, without chemi-adsorption),

for a uniformly charged macro-ion, using a WKB like approx-

imation for second of these two Hartree equations. Such an

estimate illustrates qualitative physics arising from the inter-

play between finite size, image charge repulsion and correlation

effects. Fur- thermore, it is possible to derive an integral equa-

tion for the full difference between this approximation and full

Hartree solution using Greens function techniques, as well as

an integral for the leading order correction. The former may

work better in obtaining an exact solution than working with

the the original equation. The later may be used to estimate

the quantitative accuracy of this WKB like approximation to

the Hartree result.

[1] R.R. Netz and H. Orland, Eur. Phys. J. E 11, 301 (2003).

Dynamics of human communication network.

D.-S. Lee and A.-L. Barabási

Center for Complex Network Research and Department of

Physics, Northeastern University, Boston, USA and Center for

Cancer Systems Biology, Dana-Farber Cancer Institute, Boston,

USA.

Human behaviors, often exhibiting irregularity characterized

by a wide range of intensities and frequencies [1], are not fully

driven by themselves but also motivated by others’ activities.

Communication including phone conversations and e-mail ex-

changes, etc enables such interpersonal influence and is also an

important activity of humans, creating and maintaining social

networks at various levels. While the topological features of

large-scale human communication networks have been investi-

gated, providing insights into the structure of social networks

on global scales [2,3], little is known about the temporal evo-

lution and collective dynamics of human communication pat-

terns in a society. As a first step here we propose a stochastic

equation describing the time evolution of individual commu-

nications that have heterogeneous volumes and influence one

another, and to test the proposed theory, we analyze the call-

ing patterns for 6 months of hundreds of thousands of mobile

phone users. One of the most remarkable features identified

in these large-scale human communication records is the exis-

tence of correlations in the cumulated phone calls at distant

links. These correlations appear due to the local interactions

of the communication activities over the connected links and

we use the proposed theory to describe quantitatively this phe-

nomenon. The activity of phone communication diffuses differ-

ently from link to link and this heterogeneity should be taken

into account for mapping the information transfer pathways in

the communication network. We apply the multivariate analy-

sis to derive the diffusion matrix of the communication network

and analyze its eigenvalue spectra. Based on the proposed the-

ory, we show that there exists instability in the communication

dynamics so that the phone communication patterns may be

driven far from normal even by certain small perturbations.

We identify such small but dangerous perturbations and in-

vestigate the resultant disturbance of the communication dy-

namics on a global scale.

[1] A.-L. Barabási, The origin of bursts and heavy tails in hu-

man dynamics, Nature 207, 435 (2005).

[1] G. Palla, A.-L. Barabási and T. Vicsek, Quantifying so-

cial group evolution, Nature 446, 664 (2007). [1] J.-P. Onnela

et al., Structure and tie strengths in mobile communication

networks, Proc. Nat’l. Acad. Sci. USA 104, 7332 (2007).

Birkhoff’s theorem and ergometer: Meeting of
two cultures.

M.H. Lee

University of Georgia, Athens, USA.

Statistical mechanics considers Boltzmann’s ergodic hypoth-

esis (EH) one of its foundations. Since its introduction over

a hundred years ago, EH has given raison d’etre for statisti-

cal mechanics. One does not calculate time averages of what

are being measured. One calculates ensembles and uses them

to compare with the measurement. Is this practice correct

and justified? In other words is EH really valid? If so, how

widely? Is there a way one could determine it? This funda-

mental physics question needs a physics answer. But over the

years it has drawn attention more from mathematicians than

physicists. The latter seem content to accept the hypothesis

despite lack of proof probably because it seems to work well,

which is a powerful argument in itself. The proof has been

largely left to the hands of the mathematicians. By its own

nature it should be no surprise that such proof would suit the

goals of the mathematicians, which need not be the same as

what is needed by the practicing physicists as discussed below

very briefly.

In 1931 G.D. Birkhoff [1], a noted mathematician, gave a theo-

rem which is said to prove EH under certain conditions. They

are however very abstract. It is difficult for most physicists to
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discern what has really been proved. It is not unreasonable to

even question [2].

whether his proof is of physical value. As an illustration con-

sider the most famous of all math theorems, the one due to

Pythagoras: The length of one side of a triangle is not inde-

pendent of the other two lengths. Its condition? The triangle

must be a right one. But what if we had no means of measuring

angles? The condition would be abstract. Right triangles are

a small subset of triangles, only to which the Pythagorean the-

orem relates. A reflection of Birkhoff’s theorem in this light is

telling. To make Birkhoff’s theorem relevant to physics would

require some device or devices to measure its own “angles”.

For the sake of physics the subset of “right triangles” is not

small. Birkhoff never addresses these issues for such are not

the concerns of the mathematicians but of the physicists.

In 2001 I developed a physical theory, which gives an ergodic

condition, now dubbed an ergometer, for it acts like a mea-

surer. It can tell whether a system is ergodic and why so.

With this ergometer at hand one can begin to determine how

widely is RH valid. This testing brings the two approaches

together and the convergence of the two processes is much like

meeting of two different cultures. In this talk this meeting

is illustrated through solvable many-body models of physical

interest [3].

[1] G.D. Birkhoff, Proc. Nat. Acad. Sci. (USA) 17, 656

(1931).

[2] M.H. Lee, Phys. Rev. Lett. 87, 250601 (2001).

[3] M.H. Lee, Phys. Rev. Lett. 98, 110403 (2007).

Entropy duality in nonextensive statistics.

M.P. Leubner

Institute for Astronomy and Particle Physics, University of

Innsbruck, Austria.

Nature appears non-local and nonlinear on all observable lev-

els resulting in a large variety of complex phenomena in differ-

ent scientific fields. In this situation the classical Boltzmann-

Gibbs extensive thermo-statistics, applicable whenever micro-

scopic interactions and memory are short ranged and the envi-

ronment is a continuous and differentiable manifold, fails. We

are dealing with systems generally subject to spatial or tempo-

ral non-local interactions, evolving in a non-Euclidean/multi-

fractal space-time, making their behavior nonextensive. An

appropriate generalization of the entropy functional [3] is in-

trinsically nonlinear, leading upon entropy maximization natu-

rally to power-law distributions as manifestation of long-range

interactions and correlations in the system. Moreover, the

nonextensive context is per se subject to entropy bifurcation,

generating a tandem character of structures, where higher or-

der stationary states of reduced entropy reside besides lower or-

der stationary states of increased entropy. Dynamical changes

in a system are available without changing the global entropy

and are controlled by a single and physically interpretable pa-

rameter, accounting for non-local and cross-scale correlations

[2]. This leading entropic index is shown to be related also to

the heat capacity of the system where positive values represent

thermodynamic states and negative values are associated with

self-interacting systems. The limiting Boltzmann-Gibbs state,

subject to infinite entropic parameter, is characterized by self-

duality [1]. Along with the discussion of the fundamental

theoretical concepts, significant consequences of nonextensive

entropy bifurcation, apparent in astrophysical environments,

are illuminated by comparing the distribution characteristics

arising from electromagnetically and gravitationally induced

long-range interactions with those available within standard

Boltzmann-Gibbs statistics.

[1] I. V. Karlin, M. Grmela and A. N. Gorban, Phys. Rev. E

65, 036128 (2002).
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Collisionless relaxation in non-neutral plasmas
and gravitational systems.

Y. Levin, R. Pakter, F.B. Rizzato and T.N. Telles
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Porto Alegre, Brazil.

Since the pioneering works of Boltzmann and Gibbs, systems

with long range interactions have been a major stumbling block

to the development of statistical mechanics. The difficulty was

already well appreciated by Gibbs, who has noted that the

equivalence between statistical ensembles breaks down when

the interparticle potentials decays with exponents smaller than

the dimensionality of the embedding space. When this hap-

pens, systems exhibit some very unusual properties which ap-

pear to violate the second law of thermodynamics. In this talk

a theoretical framework will be presented which allows us to

quantitatively predict the final stationary state achieved by

two paradigmal long range interacting systems during the pro-

cess of collisionless relaxation: the confined non-neutral plas-

mas [1] and self-gravitating gases.

It will be shown that when the initial one particle distribution

function satisfies the virial condition, the non-neutral plasmas

and the gravitational systems quickly relax to a metastable

state described quantitatively by the Lynden-Bell distribution.

On the other hand, if the initial distribution function does not

meet the virial requirement, systems undergo violent oscilla-

tions. The theory presented allows us to quantitatively predict

the density and the velocity distributions in the final stationary

state. For gravitational systems it also allows us to calculate

the amount of mass lost to evaporation. All the results are in

excellent agreement with the dynamics simulations.

[1] Y. Levin, R. Pakter and T.N. Telles, Phys. Rev. Lett. 100,

040604 (2008).

Power-law scaling in human balance control.
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1Department of Physics, National Kaohsiung Normal University,

Yanchao Township, Taiwan, R.O.C.
2Department of Physics, National Sun Yat-sen University, Taiwan,

R.O.C.

Effect of time-delayed feedback on dynamical systems has

been studied extensively in recent years. One important ob-

servation is that an unstable system can be controlled by intro-

ducing time-delayed feedback. For example, the sensory-motor

system of humans is controlled by neural systems which have

an inevitable delay. There have been many studies on the dy-
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namics of the sensory-motor system, including hand tracking

[1], postural control [2], and stick balancing [3], etc. In the ex-

periment of stick balancing at the fingertip, Cabrera and Mil-

ton found that the fluctuations in the vertical displacement

angle of a stick balanced at the fingertip obey a scaling law

with two scaling regions: one with slope -0.5 in the regime

of low frequency and another with slope -2.5 in the regime of

high frequency. To go a step further to investigate the ori-

gin of power-law scaling in the stick balancing experiment, we

design a virtual experiment to study the dynamic of a bal-

ancing task in the computer screen. Subjects participated in

the experiment were asked to balance a visual target moving in

horizontal direction in the screen as stable as possible. The mo-

tion of the visual target is controlled by the relative horizontal

distance between the visual target and a cursor in the screen

produced by hand motion through a computer mouse. Per-

forming such a virtual experiment allows us to investigate the

dynamics of balance task corresponding to different system pa-

rameters, such as delayed-time effect of human sensory-motor

system, boundary effect of the visual target motion, etc.

[1] F. Ishida and Y. E. Sawada, Phys. Rev. Lett. 93, 168105

(2002).
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Dynamical structure of a financial cross-
correlation matrix under attacks.
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A financial market has been referred to as an example of an

adaptive complex system consisting of many interacting com-

ponents [1,2]. One of the salient features of these complex sys-

tems is inter-dependence between components, spatially and

temporally. Accordingly, an abrupt change or variant on a cer-

tain component can be spatially dispersed over other compo-

nents and affect itself temporally. The well known stylized fea-

tures in security price fluctuations, namely, a fat-tailed distri-

bution and volatility clustering, are recognized as the results of

herding behaviors, which form in a complicated manner among

market participants. As financial markets become increasingly

larger, various investment strategies have been developed, cov-

ering a variety of financial goods. As a result, various stocks

comprising a stock market are interrelated via portfolios sold

by stockbrokerage firms and investment banks. Furthermore,

investors positioned at various levels of information make or-

ders in the market. Together, these behaviors make the market

more complex and unpredictable.

In this work, we mainly study 492 stocks of the KOSPI (Ko-

rea Composite Stock Price Index) considered during 2000-2007

and introduce the tick data of each 1950 record, which are

all quoted daily. Using this database, we investigate how the

whole market, i.e., the KOSPI, responds to small perturba-

tions exerted on specific stocks, which are top-ranked in terms

of correlation coefficients. The distribution of correlation coef-

ficients of a newly constructed correlation matrix is presented

and comparison with predictions of the random matrix theory

is performed [3,4], wherein the distribution of eigenvalues and

the inverse participation ratio should be examined. Finally, a

correlation-based network is constructed from a filtered corre-

lation matrix, which is generated from the original correlation

matrix by filtering out the market effect in terms of a multi-

factors model. As is well known, the largest eigenvalue and its

eigenvector are responsible for the market effect. The struc-

ture of the network is analyzed against two attack conditions,

strong correlation and weak correlation attacks.
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between two coupled Chua circuits.
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Phase synchronization of dynamical systems has been a very

active research topic in recent years. There are many appli-

cations in the fields of the plasma, laser, fluid, and biological

systems. Murilo S. Baptista, et al. [1], had confirmed that the

chaotic Chua circuit can be phase synchronized with a periodic

signal. The chaotic attractor of the Chua circuit is the phase

coherent attractors. However, most attractors do not satisfy

the requirements of phase coherence. Romulus Breban [2] had

proposed that the periodic driver, within the dense periodic

windows of the phase incoherent chaotic attractor, can phase

synchronize the chaotic attractor. Until now, phase synchro-

nization is not observed in a chaotic attractor, with ill-defined

phase, in experiment. We show numerical and experimental re-

sults of phase synchronization between a chaotic Chua circuit,

with ill-defined phase, and the other quasi-periodic Chua cir-

cuit. We extract the output signal of the quasi-periodic Chua

circuit to the chaotic Chua circuit by using unidirectional cou-

pling. The real-time observation of the phase synchronization

process can be detected by using stroboscopic sampling of the

output voltages of the chaotic attractor. Peaks of the input sig-

nal are employed as the specific sampling time marker on the

phase space. So, we can detect the phase synchronism on the

real-time computer screen frames. If the two chaotic attrac-

tors are lack of phase synchronism, the stroboscopic map will

spread all over the attractor in phase space. When the strobo-

scopic map remains constrict within a limited region of the at-

tractor, a clear indication of phase synchronism. In this work,

we will show that it is possible for an ill-defined-phase chaotic

Chua circuit to be phase synchronized with a quasi-periodic

Chua circuit. And, we will study the phase relations, between

the two different Chua circuits, as a function of coupling modu-

lation by the stroboscopic aspect. Numerical results also show
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good agreement with the experimental observations.

[1] M.S. Baptista, T.P. Silva, J.C. Sartorelli, I.L. Caldas and
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The identification of the conditions of traffic congestion in

the Internet and other types of communication networks, such

as wide area networks (WANs), local area networks (LANs),

wireless communication systems, ad-hoc networks, and sensors

networks, is an important area for data analysis and model-

ing. A general paradigm of these networks is represented by

the Packet Switching Network technology (PSN) which can

be exemplified by a data communication network consisting

of a number of nodes (i.e., routers and hosts) that are inter-

connected by communication links. Here, after transforming

the data into wavelet domain, we have applied a broad variety

of advanced statistical technique (e.g., to study packet traffic

in a packet switching network model, focusing on the spectral

properties of packet traffic near phase transition (critical point)

from free flow to congestion, and considered different dynamic

& static routing metrics [1,2]. Many standard statistical tech-

niques are effective on data that are normally distributed with

constant variance. Data obtained from PSN typically violate

these assumptions since they come from non-Gaussian distri-

butions with a non-trivial mean variance relationship. Several

methods have been proposed that transform data to stabilize

variance and draw its distribution towards the Gaussian. Some

methods, such as log or generalized log, rely on an underlying

model for the data. Others, such as the spread-versus-level

plot, do not. We have applied data-driven wavelet approach,

called the Data-Driven HaarFisz which is distribution-free in

the sense that no parametric model for the underlying PSN

data is required to be specified or estimated. We show that

wavelet power spectra and variance are important estimators

of the changes occurring with source load increasing from sub-

critical, through critical, to super-critical and it depends on

the routing algorithm. We apply these methodologies (e.g.,

[1,2,3,4,5]) to the analysis of the number of packets in tran-

sit (NPT) from their sources to their destinations in our PSN

model for various routing algorithms and network connection

topologies when source loads are close to the critical ones, i.e.,

the phase transition points from free flow to congestion. We

characterize the critical point by the level of packets produc-

tion at sources in the PSN model and estimate the in.uence

of long-range dependence (LRD). Tackling these problems will

lead to improved understanding of the effects of network con-

nection topology, routing and cost parameters on packet traffic

dynamics.
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statistics of packet switching networks near traffic congestion,
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Intermittent search strategies.
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Search strategies are crucial in various domains, ranging from

chemistry, biology, to rescue operations. In lot of cases, the

target is difficult to detect. In some cases, there is the choice

between two search phases, one of slow motion but enabling de-

tection, and another phase of faster motion, but non-reactive.

For example, the perception of animals searching for a hidden

prey can be degraded by speed [1]. Another example is trans-

port within biological cells, where reactants can either freely

diffuse or bind to motors which perform ballistic motion on

the cytoskeleton [2].

I will present a model taking into account this intermittency

[3,4]: diffusive reactive phases alternate with ballistic non-

reactive phases. We wonder whether “losing” time in the

fast non-reactive phase makes reaction faster. And if so, we

wonder if there is an optimal way to share time between the

two phases. To answer these questions, we calculate explicitly

mean first passage time on the target. We conclude that inter-

mittency minimizes the mean first passage time on the target

under some conditions, and that there are optimal durations

of the two phases: there is an optimal strategy. We studied

this model in one, two and three dimensions. All these cases

are relevant for example to reactant transport within biolog-

ical cells. Indeed, structures like dendrites can be considered

as one-dimensional, membranes are two-dimensional, cytoplas-

mic bulk is three-dimensional. The dependence with the target

density is important in the one-dimensional case, low in the

two-dimensional case, but disappears in the three-dimensional

case. Our results are robust, as the optimal duration to spend

in the ballistic phase is quite independent from the description

of the reactive phase.

[1] W.J. O’Brien et al., American Scientist 78, 152 (1990).

[2] B. Alberts et al., Molecular Biology of the Cell Garland,

New York (2002).
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viewed by M.F. Shlesinger, Search research, Nature 443, 281

(2006).
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134 (2008); reviewed by L. Mirny Cell commuters avoid delays,

Nature Physics 4, 93 (2008).
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Hydrodynamic cavitation: from theory towards a
new experimental approach.

U. Lucia1 and G. Gervino2
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Cavitation consists of the generation and the subsequent col-

lapse of cavities in a liquid as a consequence of the flow of

bulk liquid. This process is very important in technology and

science because the collapse of the bubbles may cause the

rise of local temperature and pressure. In order to under-

stand the growth of cavities in homogeneous liquids, Harumi

demonstrated that the cavitation probability can be expressed

in terms of the fluctuations probabilities, but this result can

not be directly used for a computational theory because some

experimental data can not be measured, as the authors them-

selves have underlined [1]. Here the thermodynamic results,

obtained in the analysis of the open systems [2], will be ap-

plied to obtained a computational thermo-physical model for

hydrodynamic cavitation. The thermodynamic system con-

sidered consists of a finite volume element in which pressure

variations cause the bubbles. From the experimental results

[1], it can be argued that the pressure variations in the volume

cause the phase transition and the consequent variations of the

local temperature T , while the mean global temperature Tm of

the system is constant. The bubbles cause a variation in qual-

ity x =
mvap

mvap+mliq
. Moreover the system can be supposed

adiabatic with respect to external environment and no chem-

ical reactions can occur in it. Considering an horizontal pipe

without external work with the mass flow through the volume

considered ṁ, the fluid velocity w, the pressure P , the time

during which the fluid element crosses the volume considered

∆τ = ∆y 〈w〉 and the length of the pipe ∆y, at the mean ve-

locity 〈w〉 = (∆y)−1 ∫ ∆y
0 w (y) dy, and a two-phase flow which

goes into the control volume with temperature Tin, pressure

Pin, constant because of the Stevin principle, and quality xin,

and using the principle of maximum for the irreversible entropy

variation [2], the global ratio ∆T
Tin

, generated by cavitation and

related to quality x. This result consists of a phenomenological

method of investigation, by which the global physical condi-

tions for the stability of the cavitation can be obtained. As a

consequence, by a comparison between the quality in the pipe

designed and the threshold value of cavitation, it is possible to

predict if the flow will be cavitating. Consequently, it repre-

sents both a physical approach to cavitation and an economical

saving in planning because the theoretical analysis allows en-

gineers to reduce the experimental tests and the consequent

costs in the design process.
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Magnetic hysteresis loops of Ising spin systems
with long-range interaction.

K. Malarz
AGH University of Science and Technology, Faculty of Physics

and Applied Computer Science, Kraków, Poland.

The system of magnetic nanoparticles may exhibit many inter-

esting properties [1]. When such nanoparticles interact mag-

netostatically, the system display all features of logical circuits

with logical states described by a single-domain magnetiza-

tion and magnetic solitons carrying the information through

the circuit [2]. Slowly changed external magnetic field ~B may

drive the system from one fully saturated state (all domains

“up”) to another (all domains “down”) through subsequent

Barkhausen-like jumps. The avalanches of domains flips show

some signs of self-organized criticallity (SOC) for the scale-free

or exponential topology of the circuits and antiferromagnetic

coupling among domains [3,4]. These signs vanish for the mag-

netic domains located at the vertexes of regular grid [5].

In this paper we check and report the shape of hysteresis

loops for magnetic domains located in the nodes of square

lattice and interacting in long-range fashion each with other.

A domain with magnetization ~µ at distance ~r enriches the

external field ~Bext by a supplementary local magnetic field
~B = 3~r(~r ◦ ~µ)/r5 − ~µ/r3. We check the spin flips avalanches

size distribution [3,4] during a system scanning with the exter-

nal field ~Bext as well.

The results may influence the concept of the magnetic cellu-

lar automaton which may be used as the future version of the

RAM or the ultra-high integration systems [1,2].
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Dynamic localization and transport of a quantum
particle in an optical lattice.
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We study quantum mechanical evolution in an optical lattice

under the influence of combined external constant and time

dependent fields [1]. It is known that in the purely linear case

of a tight binding Hamiltonian, the presence of a constant field

induces localization of the particles due to the energy mismatch

between adjacent lattices sites introduced by the field. On the

other hand, when a pure ac electric field is present in the lat-

tice, generally the particles become delocalized except in some

special cases. When both dc and ac fields are present the Stark

localization is generally winning except in the special case of

resonant tunneling. The latter occurs when the multiphonon

ac-terms match the site energy non-degeneracy introduced by
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the constant field. We analyze the linear case and obtain exact

solutions for the modified tunneling rates as well as the mean

square displacement of the initially localized Bose gas popu-

lation. We compare the exact results with simulations and

find perfect agreement. Subsequently we introduce nonlinear-

ity in the form of the Bose-Hubbard Hamiltonian that leads

to the Discrete Nonlinear Schrödinger (DNLS) equation driven

by combined dc and ac fields. We search numerically for the

modification of the resonant tunneling condition and calculate

numerically the modified tunneling rate. We compare our nu-

merical results with approximate expressions for the tunneling

rates and explore the regimes where there is agreement [2].

We also address the problem from the point of view of the

integrable Ablowitz-Ladik equation where nonlinearity modi-

fies the transfer rates directly rather than the on-site Hubbard

term[3]. We compare our theoretical and numerical analysis

with recent experimental findings on resonant tunneling [4]

and also comment on multiband extensions of this problem

[5].
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International trade network, structure and prop-
erties.

S.S. Manna

Satyendra Nath Bose National Centre for Basic Sciences Block-JD,
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Salt Lake, Kolkata, India.

Over last decade tremendous interests have been seen from

multi-disciplinary scientific community to study different real-

world and man made complex networks. Mainly these efforts

were devoted to study the structure, function of networks as

well as processes on these networks. Main question is if it is

possible to find the key underlying features which are respon-

sible for similar properties of the different networks of vastly

different origins. It has now been argued that the concepts

of the theory of critical phenomena, namely the scaling anal-

ysis and universality may be applicable to the large complex

networks. In last few years different groups in the world have

studied the International Trade Network (ITN) as one of the

most interesting example of weighted networks where the vol-

ume of trade between a pair of countries is regarded as the link

weight. In our recent studies of the ITN we have shown that

the weighted International Trade Network can be looked upon

as an excellent example of a complex network obeying scale-

invariance and universality features. The scaled distributions

of annual world trade volumes between countries collapse well

to a log-normal distribution and it remains unchanged over a

span of 53 years implying robustness or universality. Secondly,

the nodal strength measuring the total trade volume of annual

trade associated with a country grows non-linearly with its

GDP with an exponent which varied from country to country

but its distribution is peaked around a non-trivial value. It

is also observed that a club of few rich countries trade among

themselves a large fraction of the global trade and interest-

ingly it is observed that the size of the club shrinks its size as

time goes on. This observation is quantified using the “rich-

club” coefficient measure of the weighted networks and it has

been shown that the size of the rich-club controlling half of the

worlds trade is systematically shrinking within the period of

observation within 1948-2000. Finally, the main features of the

real-world ITN have been reproduced by using a simple non-

conservative dynamical model starting from the well-known

gravity model of social and economic sciences.
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Analysis of dynamical networks by Granger
causality.
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Dynamical networks [1] model physical and biological behav-

ior in many applications; examples range from networks of

neurons, Josephson junctions arrays to genetic networks , pro-

tein interaction nets and metabolic networks. Synchronization

in dynamical network is influenced by the topology of the net-

work. A great need exists for the development of effective

methods of inferring network structure from time series data.

Recent approaches dealt with the case of low number of sam-

ples and proposed methods rooted on L1 minimization.

Granger causality has become the method of choice to deter-

mine whether and how two time series exert causal influences

on each other [2]. This approach is based on prediction: if the

prediction error of the first time series is reduced by includ-

ing measurements from the second one in the linear regression

model, then the second time series is said to have a causal influ-

ence on the first one. This frame has been used in many fields

of science, including neural systems and reo-chaos. The esti-

mation of linear Granger causality from Fourier and wavelet

transforms of time series data has also been recently addressed.

Kernel algorithms work by embedding data into a Hilbert

space, and searching for linear relations in that space. The em-

bedding is performed implicitly, by specifying the inner prod-

uct between pairs of points. We have recently exploited the

properties of kernels to provide nonlinear measures of bivari-

ate Granger causality [3,4]. We reformulated linear Granger

causality and introduced a new statistical procedure to han-

dle over-fitting in the linear case. Our new formulation was

then generalized to the nonlinear case by means of the kernel

trick, thus obtaining a method with the following two main

features: (i) the nonlinearity of the regression model can be

controlled by choosing the kernel function; (ii) the problem of

false-causalities, which arises as the complexity of the model

increases, is addressed by a selection strategy of the eigen-

vectors of a reduced Gram matrix whose range represents the

additional features due to the second time series.

Here we address the use of Granger causality to estimate,
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from multivariate time series data, the topology and the drive-

response relationships of a dynamical network. To this aim,

we generalize our method to the case of multivariate data. The

effectiveness of the method is tested on a network of chaotic

maps and on a simulated genetic regulatory networks.
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Pondering over protein-protein interactions.
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The integration of several multiomic sources (data, DB, etc.)

is becoming key to advance in the protein interactomics field.

At the same time it is imperative to reduce the impact of

false positives and negatives which are generated by various

kinds of measurements. Then, since proteomes are dynami-

cally changing systems (due for instance to development, re-

sponse to external stimuli, etc.), complementary information

is needed from additional biological sources. Many in silico

methods and computational techniques exist and are imple-

mented in ordet to mine the current literature or public data

repositories, and then merge the heterogeneous retrieved in-

formation to predict functional associations among proteins.

In order to correct the experimental data from the influence of

spurious effects, several features are examined, such as gene ex-

pression, knockout phenotype, subcellular localization, genetic

interaction, phylogenetic profiling, etc., and they all need to be

integrated to the original raw interaction data for improving

the overall accuracy. Interaction data are of two types: binary

for protein pairs, and groups of interacting partners when pro-

tein complexes are considered. The quality of the interactions

is measures, usually, by coverage and accuracy. While the

former refers to false negatives (the missing part of interac-

tome information), the latter refers to false positives (i.e. bad

measurements). In order to control the false detection rate,

the strongest limitation to deal with is the fact that reference

datasets, or gold standards, are also incomplete and biased, for

instance towards proteins of high abundance, or highly con-

nected, or with a certain cellular localization. As more meth-

ods should be used to improve accuracy, the question is how

to normalize their difference, or weight their contributiuons

with confidence. Some of them will detect physical binding

between proteins, other methods will be designed to handle ge-

netic interactions, others will deal with cross-links from shared

pathways. It is thus required a good definition of positive gold

standards, based on the degree with which interacting proteins

are annotated with the same functional category, the known

protein complexes, 3D structures and other biological charac-

terization. As a result, one might find an ideal high-confidence

interaction map to work with. Consequently, the issue of reli-

ability of the detected interactions becomes very relevant, and

statistical methods can offer solutions to interpret the good-

ness of fit of certain distributional laws in the presence of more

or less error or uncertainty cover in the available interaction

data.
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Understanding and controlling precipitation patterns formed

in reaction-diffusion processes is of fundamental importance

with high potential for technical applications [1,2,3]. In the

field of material design the search for pattern control meth-

ods is an important challenge [4], since this new approach fig-

ures as possible competitor of the traditional top-down tech-

niques, where material is removed in order to create struc-

tures. We propose a new bottom-up control tool for bulk-

pattern creation by direct regulation of reaction-diffusion pro-

cesses [5]. The flexible control of precipitation, resulting from

reactions between charged agents, is realized by imposing a

time-dependent electric current on the system. Our theoreti-

cal model describes the underlying dynamics for the charged

agents in terms of reaction-diffusion equations obeying local

electroneutrality [3]. The second stage of the process is the

phase separation of the reaction product, modeled by a Cahn-

Hilliard equation with an additional source term accounting

for the presence of a moving reaction front [1]. Simulations

show how the spacing and widths of a band-like precipitation

pattern can be tuned by an appropriately designed current.

We describe examples of current dynamics, yielding periodic

bands of a prescribed wavelength, as well as more complicated

patterns. The experimental demonstration of the feasibility

of the proposed pattern control is carried out for the reaction

2AgNO3 + K2Cr2O7 → Ag2Cr2O7 + 2KNO3 taking place in

a gel with initially separated reagents. By combining the elec-

tric field based control with various geometries and initial con-

ditions of the setup, one can achieve a vast variety of possible

patterns that allow to encode information into bulk patterns.

The applicability is demonstrated in several simulations real-

izing the inscription of Morse codes and musical rhythms into

precipitation structures.
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Bayesian updating as basis for opinion dynamics
models.
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Opinion Dynamics modeling has been based, so far, in models

that seem reasonable descriptions of the way people interact

and change their opinions. However, while it is true that the

area has observed a few first successes in describing systems as

elections, it still lacks a theoretical basis. No unifying princi-

ples have been suggested and the models, while ingenious, are

typically proposed in an ad hoc basis. In this article, I propose

to use a decision theoretic framework as a tool for describing

the interaction between the agents in Opinion Dynamics prob-

lems.

This idea of using Bayesian updating rules was presented be-

fore in the context of binary expression of choices, with a con-

tinuous underlying probability associated to each choice, the

Continuous Opinions and Discrete Actions (CODA) [1] model.

The CODA model allowed the observation of emergence of

extremism, even when no extremist agents were observed ini-

tially. It will be briefly reviewed here as an example of the

application of Bayesian update rules.

In order to study Bayesian updating rules as a basis for mod-

eling the agents, those rules will be applied to agents who

exchange continuous opinions about the value of a variable x

[2]. The likelihood each agent assigns to hearing from another

agent a specific value of x will be defined by a Gaussian term

centered in his current opinion and a probability associated to

an uniform distribution, representing the idea the other agent

might have no idea about what he is talking about. This model

will allow us to understand better what approximations to ra-

tional behavior are involved behind the rules of some of the

standard current continuous models.

The effect of updating only a few moments of the distribution

will be studied. A simple agent who updates only its average

opinion will be shown to be produce results similar to those

of the Bounded Confidence model. By also updating the un-

certainty associated with that average value, the consequence

will be the survival of several different opinions in the long

run. These surviving opinions will be closer or more distant

to each other, depending on the probability of error and initial

uncertainty. Finally, the effect of the probability of error in

the emergence of a network of agents who are able to influence

each other will be discussed.
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Neurons connected by chemical synapses form asymmet-

ric networks whose synaptic strengths, that is, weights of

edges, are generally plastic. A common plasticity rule (Spike-

Timing-Dependent Plasticity) dictates that synaptic weights

are strengthened most when a presynaptic spike time precedes

a postsynaptic spike time by a small amount of time, namely,

of the order of 10 milliseconds or less. If a postsynaptic spike

slightly precedes a presynaptic spike, the corresponding synap-

tic weight is depressed. Because of the asymmetric learning

window, STDP does not enhance mutual coupling. In other

words, even if two neurons are connected bidirectionally, in-

creases in the synaptic weight in one direction imply decreases

in the opposite direction. For stability, the amount of the de-

pression is usually set larger than that of the potentiation.

Accordingly, STDP may not promote synchrony, which often

stems from strong mutual coupling.

We analyze STDP-based dynamical evolution of neural net-

works driven by a pacemaker. Pacemaker neurons are those

unaffected by rhythms of others and found in, for example, the

basal ganglia and respiratory networks in the pre-Botzinger

complex. We model neural dynamics by the standard phase

oscillators and connected them via a standard sinusoidal cou-

pling function. The pacemaker is equipped with a prescribed

natural firing rate. The other neurons are equipped with the

identical natural firing rate that is smaller than that of the

pacemaker. We assume that 100 neurons are initially placed

in an asymmetric random network with mean degree 10. We

pick a value of the initial coupling strength common to all the

synapses and examine what kind of networks and dynamics

result in the course of sufficiently slow evolution of networks

based on STDP. We also establish a theory to explain behavior

of two-neuron networks (i.e. one pacemaker and one follower

oscillator).

We show that STDP promotes formation of a feedforward net-

work. In this situation, the pacemaker is eventually located at

the root of the feedforward network, and the other oscillators

are entrained by the pacemaker with small delay. The initial

synaptic weights necessary for the entrainment to occur are

much smaller with STDP than without STDP.

[1] H. Kori and A.S. Mikhailov, Phys. Rev. Lett. 93, 254101

(2004).

[2] H. Kori and A.S. Mikhailov, Phys. Rev. E 74, 066115

(2006).

[3] N. Masuda and H. Kori, J. Comput. Neurosci. 22, 327

(2007).
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Jamming transitions induced by a slow vehicle in
two-lane traffic flow.

S. Masukura, T. Nagatani and K. Tanaka
Department of Mechanical Engineering, Division of Thermal

Science, Shizuoka University, Japan.

Traffic flow is a kind of self-driven many-particle system of

strongly interacting vehicles [1,2]. We study the vehicular traf-

fic on a two-lane highway. The vehicular traffic changes highly

by introducing a slow vehicle. The dynamical behavior varies

with density. The dynamical phase transitions occur with in-

creasing density. We study the dynamical phase transitions

induced by a slow vehicle in a two-lane vehicular traffic. We

extend the conventional optimal velocity model to the two-lane

traffic by taking into account the lane changing [3]. We ap-

ply the extended model to the two-lane traffic flow including a

slow vehicle under the periodic boundary condition. The fun-

damental (flow-density) diagram is derived. The fundamental

diagram changes highly by introducing a slow vehicle on a

two-lane highway. It is found that there are the four distinct

states for the two-lane traffic flow including a slow vehicle.

The spatio-temporal patterns are shown for the distinct traffic

states. The dynamical state of traffic changes with increasing

density. The traffic flow shows (1) the free traffic at a low den-

sity, (2) the jammed traffic at an intermediate density, (3) the

homogeneous traffic with headways different from lanes with

increasing density furthermore, and (4) the homogeneous con-

gested traffic with the same headway on 1 and 2 lanes at a high

density. It is shown that the dynamical transitions among the

distinct states occur at three values of density. At the first

transition point, the free traffic changes to the jammed state.

The jammed state changes to the homogeneous traffic with

headways different from lanes at the second transition point.

At the third transition point, the homogeneous traffic changes

to the homogeneous congested traffic with the same headway

on 1 and 2 lanes. The dependence of traffic current on the

velocity of slow vehicle is derived from numerically and ana-

lytically. The jamming transitions are analyzed theoretically.

The transition points and fundamental diagram derived from

the theory agree with the simulation result.

[1] T. Nagatani, Rep. Prog. Phys. 65, 1331 (2002).

[2] D. Helbing, Rev. Mod. Phys. 73, 1067 (2001).

[3] S. Masukura, T. Nagatani, K. Tanaka and H. Hanaura,

Physica A 379, 263 (2007).

Colony formation in bacteria - Experiments and
modeling.

M. Matsushita
Deaprtment of Physics, Chuo University, Kasuga, Bunkyo-ku,

Tokyo, Japan.

We first present experimental results of colony formation in

bacteria. We then discuss modeling attempts for them.

If one wants to argue about the behavior of biological organ-

isms from the viewpoint of population, the main characteris-

tics of individual organisms may be reproduction and active

motion. They reproduce themselves and move actively in an

appropriate environment. Since these characteristics of repro-

duction and active motion are so common to almost all biolog-

ical organisms, patterns produced by the population such as

colonies and even cities may exhibit some universal features.

Here we would like to address this problem, especially focussing

on the colony formation of bacteria.

Common bacterial species Bacillus subtilis is known to ex-

hibit several distinct colony patterns, depending on the envi-

ronmental conditions, namely, substrate softness and nutrient

concentration [1]. Distinct types of colony patterns include

DLA, Eden, densely branched with smooth circular envelope

called DBM, concentric-ring and simple disk ones [2]. Some

of them are known to be seen in inorganic systems such as

dendritic crystals and viscous fingers in fluid dynamics. But

macroscopic growth behavior of some colonies really reminds

us of the formation of human colonies such as villages, towns

and cities. Only differences seem to be characteristic time

and length scales. We have established the morphological di-

agram of colony patterns, and then examined and character-

ized both macroscopically and submacroscopically how they

grow. For instance, DLA-type colonies were found to grow

under the diffusion-limited condition of nutrient, and various

experimental results on simple disk colonies were found to

be consistent with the solution behavior of two-dimensional

Fisher’s equation. The most impressive growth is the forma-

tion of concentric-ring colonies [3]. By repeating migration

(moving) and consolidation (resting) periods alternately, bac-

teria produce well-organized concentric-ring colonies. Our ex-

perimental results suggest that macroscopically the most im-

portant factor for its growth is the cell population density, i.e.,

that there seem to be higher threshold of the cell population

density to start migrating and lower one to stop migrating.

Bacterial cells may have cell-density sensing mechanism and

start-stop switching mechanism through cell-density threshold.

Very recently we found that several other common bacterial

species such as Serratia marcescens and Eschelichia coli also

exhibit repetitive growth of colonies under appropriate condi-

tions. This fact suggests that this type of periodic growth is

common in the bacterial world. All these results imply that

although bacteria are mostly regarded as single cell organisms,

they never make their colony individually and randomly but

somehow collaborate multicellularly. Microbiological and/or

genetic reasoning is clearly needed.

There have been quite a few phenomenological models to ex-

plain or reproduce observed macroscopic patterns of bacterial

colonies [4]. They are all based on the nonlinear reaction-

diffusion-type PDEs. The reason is the following: The repro-

duction of bacterial cells can be regarded as a kind of chemical

reaction associated with a few factors such as nutrient, which

is clearly nonlinear. The active motion of cells can be roughly

approximated as diffusion, which may also be nonlinear under

some environmental conditions. Several of models proposed

so far are reviewed systematically and critically, based on our

experimental results.

[1] M. Matsushita, Formation of colony patterns by a bacterial

cell population, in Bacteria as Multicellular Organisms, J.A.
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[4] M. Mimura, H. Sakaguchi and M. Matsushita, Reaction-

diffusion modeling of bacterial colony patterns, Physica A 282,
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Bridging structure and function via network
spectral properties.

P. McGraw and M. Menzinger
University of Toronto, Toronto, Canada.

Some of the most important questions regarding networks

have to do with their collective dynamics. For example, brain

networks, and the biological networks of protein interaction

and gene regulation are important precisely because of their

capacity for complex, adaptable behavior. The dynamics of

networks is influenced by the properties of the individual nodes

and by their connections, but even in relatively simplified

mathematical models of idealized coupled oscillators, let alone

in systems like the brain,the collective behavior of the network

can be quite difficult to infer from that of the component parts.

We discuss ongoing efforts to understand the connections be-

tween network structure and dynamical function.

By explicitly separating the contributions of network struc-

ture and individual node behavior, the master stability fun-

tion (MSF) [1] technique provides a powerful approach to a

very limited structure-function question (namely, the linear

stability of a perfectly synchronized state of identical units).

The MSF uses network Laplacian spectra as a bridge between

structure and dynamics. We demonstrate an approach to di-

agnosing dynamics by identifying collective degrees of freedom

derived from the network spectra, which is partly inspired by

the MSF but uses more spectral information [2].

As one application, we show that in a system of partially

synchronized oscillators, variables derived from the network

Laplacian eigenvectors behave quasi-independently even well

away from the linear regime where we would expect them to be

most relevant. Eigenvectors with higher eigenvalues are effec-

tively frozen out of the dynamics at weaker coupling strengths

than those with lower eigenvalues. Therefore many features of

the path to synchronization (and not only linear stability of a

synchronized state) can be explained in terms of spectral prop-

erties. In particular, we use these spectral variables to study

the effects of clustering [3] and coupling asymmetry[4] on the

path from incoherence to partial and complete synchroniza-

tion. Spectral variables, among other uses, are well-suited to

examining the role of modularity (community structure) ver-

sus other network properties in collective dynamics.

The outlook for approaches to the structure-function relation-

ship based on natural collective variables of the network is

examined.

[1] L.M. Pecora and T.L. Carroll, Phys. Rev. Lett. 80, 2109
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[4] A.E. Motter, C.S. Zhou and J. Kurths, Europhys. Lett. 69,
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Contact line stability of ridges and drops.

S. Mechkov
Université Pierre et Marie Curie, Paris 05, France.

Contact line (CL) stability of liquid drops or ridges on solid

surfaces has been under a debate within last years. The point

is that for sufficiently small drops the negative CL tension

may overcompensate the ensuing gain of surface free energy

and cause different types of instabilities. This question has

been long considered as a purely academic one, since the crit-

ical drop size is typically in the nanometric range. Recently,

however, when the nanoscale has become directly accessible

to experimental observation, it received a renewed interest in

view of possible implications.

The question of the CL stability has been addressed, among

others, by Brinkmann et al [1] for axisymmetric drops or long

liquid filaments (ridges). Within the framework of a macro-

scopic capillary theory the authors have obtained complete

phase diagrams as a function of the contact angle, line tension,

and the perturbation wavelength, showing both stable and un-

stable regimes. In particular, it was shown that a negative CL

tension destabilizes a liquid filament with respect to contact

line deformations of any wavelength for sufficiently small con-

tact angles, which queries the standard view that the sponta-

neous break-up of a filament into a chain of droplets (known as

varicose or Rayleigh-Plateau instability) occurs only for wave-

lengths large compared with the lateral size of the filament.

However, this analysis treats the interfacial tension, contact

angle, and the CL tension as independent parameters, whereas

for an actual system they are linked on the microscopic level.

This prompted us to revisit the problem of CL stability in or-

der to determine what kind of instabilities can be encountered

in realistic systems and hence, which parts of the phase dia-

grams deduced by Brinkmann et al are physically plausible.

Within the framework of a semi-microscopic interface displace-

ment model we analyzed the linear stability of sessile ridges

and drops of a non-volatile liquid on a homogeneous, partially

wet substrate, for both signs and arbitrary amplitudes of the

three-phase contact line tension [2]. Focusing on perturbations

which correspond to deformations of the three-phase contact

line, we found that drops are generally stable while ridges are

subject only to the long-wavelength Rayleigh-Plateau insta-

bility leading to a breakup into droplets, in contrast to the

predictions of the capillary model by Brinmann et al. There-

fore, we demonstrated that the short-wavelength instabilities

predicted within the framework of the latter macroscopic cap-

illary theory occur outside its range of validity and thus are

spurious.

We plan to extend the developed approach to the analysis of

CL stability of nanodroplets on fibers.

[1] M. Brinkmann, J. Kierfeld and R. Lipowsky, J. Phys. A:

Math. Gen. 37, 11547 (2004).

[2] S. Mechkov, G. Oshanin, M. Rauscher, M. Brinkmann,

A.M. Cazabat and S. Dietrich, Europhys. Lett. 80, 66002

(2007).

Structural properties of complex networks.

J.F.F. Mendes, S.N. Dorogovtsev and A.V. Goltsev

Department of Physics, University of Aveiro, Portugal.

The k-core decomposition was recently applied to a number

of real-world networks (the Internet, the WWW, cellular net-

works, etc. and was turned out to be an important tool for

visualization of complex networks and interpretation of coop-

erative processes in them [1-4]. Rich k-core architectures of

real networks were revealed. The k-core is the largest sub-

graph where vertices have at least k interconnections. We find

the structure of k-cores, their sizes, and their birth points the
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bootstrap percolation thresholds. I will show a derivation of

exact equations describing the k-core organization of a ran-

domly damaged uncorrelated network with an arbitrary de-

gree distribution. This allows us to obtain the sizes and other

structural characteristics of kcores in a variety of damaged and

undamaged random networks and find the nature of the k-core

percolation in complex networks.

We have found that the unique properties of the k-core per-

colation transition are essentially determined by the corona

subset of the k-core, that is, by vertices with exactly k con-

nections to the k-core. These are the weakest vertices in the

k-core. The critical correlations in the k-core are due to the

correlations in the system of the corona clusters. In the “k-

core phase”, the corona clusters are finite, but their sizes and

longrange correlations grow as the network approaches the k-

core percolation threshold. The mean size of a corona cluster

to which a randomly chosen corona vertex belong diverges at

the k-core percolation threshold. This quantity plays the role

of a critical susceptibility in this problem. So, the k-core per-

colation threshold coincides with the percolation threshold for

corona clusters, and the k-core phase is the normal phase for

the corona. The dramatic difference from the ordinary perco-

lation is that the corona disappears on the other side of the

threshold, and so critical fluctuations in the phase without the

k-core are absent. For understanding the nature of this tran-

sition, we have studied the process of the destruction of the

k-core due to the random deletion of vertices. The deletion

of a vertex in the k-core results in the clipping out the entire

adjacent corona clusters from the k-core due to the domino

principle. This effect is enormously increased when corona

clusters become large near the k-core percolation threshold.

In the threshold, the removal of a tiny fraction of vertices re-

sults in the complete collapse of the corona and the k-core. In

this respect, the k-core percolation problem can be mapped

to a model of cooperative relaxation, which undergoes critical

relaxation with a divergent rate at some critical moment.
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Role of DNA configuration in stochastic gene
control.

R. Metzler

Physics Department, Technical University of Munich, Germany.

Simple chemical reactands search for each other by three-

dimensional diffusion until encounter, as originally described

by Smoluchowski. At low concentrations of reactands, pure 3D

search is quite inefficient. Nature has therefore come up with

various active and passive solutions to speed up search. I will

discuss the example of facilitated diffusion as observed in gene

regulation on a molecular scale. A gene is regulated through

binding of specific, passive regulatory proteins.

Facilitated diffusion of regulatory proteins for a specific bind-

ing site on a DNA molecule consisting of megabases of base-

pairs combines 3D volume diffusion with 1D motion along the

DNA. The latter is mediated by so-called non-specific bind-

ing, a finite binding affinity to DNA also at segments that are

not the specific binding site. The combination of these two

mechanisms significantly speeds up the search. In addition

intersegmental transfers that occur at contact points of chem-

ically remote segments of the DNA due to looping give rise to

Lévy flights along the DNA to further optimise the search. I

will discuss in detail the influence of the DNA configuration

on the search dynamics of binding proteins. The theoretical

claims are supported by recent single DNA molecule experi-

ments. While most of these investigations are performed in

dilute in vitro conditions, an increasing body of information

is revealed on the differences of gene regulation in living cells.

In the cell larger biomolecules occur at very dense concentra-

tions, apparently causing the subdiffusion of regulatory pro-

teins and longer nucleotides. I will introduce a simple model

to account for the subdiffusional exchange of regulatory pro-

teins with DNA in the cell.

[1] I.M. Sokolov, R. Metzler, K. Pant and M.C. Williams, Bio-
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Global positioning of central traveler destinations.

J.I.L. Miguéns1 and J.F.F. Mendes2

1Economics, Management and Industrial Engineering Depart-

ment, Aveiro University, Portugal.
2Physics Department, University of Aveiro, Portugal.

Worldwide tourist arrivals and departures, on the year of

2004, is partially a complex human system embedding soci-

ologic and economic ties that emerge from local ties [1]. The

arrivals (weighted edges) over 206 countries and territories

(nodes) around the World are analyzed over in strength and

out strength shows, resulting on a highly directed and het-

erogenetic network. The random network of connectivity is

reflects a power-law network of intensities [2].

Interdisciplinary the cohesiveness on tourist arrivals is ana-

lyzed, showing the particularity of each method to detect so-

cial subgroups, dyads, triads, k-core and clustering coefficients.

All the methods are performed on topological and weighted

network, and the flows are considered directed. These con-

siderations highlight the importance of weighed and directed

networks for depicting certain patterns.

The local interactions define global patterns of networks. On

a dyad analysis, the regional density and reciprocity of con-

nections increases with tourist arrivals, as expected. Cluster-

ing was also studied on the local level, where topological and

weighted networks bring different perspectives, claiming the

essence of weights on networks measurements [3]. Local pat-

terns have interesting differences on triad pattern, which may

affect modelling constraints. Along with clustering is also the

network dynamic, as the growth rate of global clustering coef-

ficient follows the total number of international tourist arrivals

and departures.

Local and global interactions interaction measurements were

analyzed, and on the global level k-core approach, the sub-

graph in which every node is a neighbour to at least k nodes,
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reveals a strong concentration of information flow on hubs [4].

The betweeness of links, measuring information flow of con-

nection, has a decrease over weights, which brings question on

which are the main connections of spectrum nodes and how

important are the weak ties [5]. By other hand k-core mea-

sures over global subgroups structure, where the most con-

nected subgraph has almost the whole information flow cen-

trality, and aggregates almost all the connections weight. The

importance of location on network structure is challenge by

comparing centrality with k-core measurements, questioning

better location for better connections in addition to the num-

ber of connections, degree.
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Glass transition in a monoatomic simple liquid.

T. Mizuguchi, T. Koumyou and T. Odagaki

Department of Physics, Kyushu University, Fukuoka, Japan.

We present a molecular dynamics study of a monatomic sim-

ple liquid in two dimensions, where atoms interact with other

atoms through the Lennard-Jones-Gauss (LJG) potential [1]

V (r) = ε0

{(r0
r

)12

− 2
(r0
r

)6

− ε exp

[
− (r − rG)2

2σ2

]}
,

with rG = 1.47 r0, ε = 1.5, σ2 = 0.02 r20 . It is known that the

ground state of this system with these parameters is a com-

plex phase consisting of pentagonal and triangular tiles. We

first prepare a well-equilibrated liquid state at a temperature

far above the melting temperature (≈ 0.44 ε0/kB). Then we

quench the system at a constant rate to the specified tem-

perature below the melting temperature. Although the super

cooled state at intermediate temperatures is crystallized when

it is kept at the temperature, the crystallization time at lower

temperatures become longer, and below a certain temperature,

the system is turned into a glassy state. When the glassy state

is heated again at a constant rate, the temperature dependence

of the energy deviates from the Dulong-Petit law at a certain

temperature, signifying the glass transition. We find that the

glass transition temperature is lower for slower cooling rate of

the quenching process, which is in line with experiments for

glass formers. We investigate static and dynamic properties of

the glassy state by the structure factor, the dynamical struc-

ture factor and the intermediate scattering function. We show

that phason-like dynamics exists in the glassy state and that

the super cooled LJG liquid shares the same characteristics

in dynamics with other glass forming systems. This fact indi-

cates that the topological ordering, not the chemical ordering,

is important in determining the dynamical characteristics of

the glass forming process.

[1] M. Engel and H.-R. Trebin, Phys. Rev. Lett. 98, 225505
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Analysis of high-resolution product prices in an
online shopping mall.

T. Mizuno and T. Watanabe

Institute of Economic Research, Hitotsubashi University, Kuni-

tachi City, Tokyo, Japan.

Recently, huge point-of-sale (POS) databases containing de-

tailed records of all customer purchases in many stores have

been attracted the attention of both physicists and economists

[1,2]. In this conference, we will show statistical laws of high-

resolution product prices in an online shopping mall.

“Kakaku.com” is the famous online shopping mall in Japan.

There are about 1,500 electronics retail stores. About 12

million persons come to the shopping mall in one month.

Kakaku.com always ranks the stores from the best price to

the worst price for each product. As a result, many stores are

engaged in a price war.

We investigate a time series graph of average prices of a LCD

television in all stores. We can observe a fractal property of

the prices in the time axis. The Hurst exponent of the price

is 0.5, and the auto-correlation function for the price change

decays very quickly. Therefore, the statistics of product price

changes is close to random walk. However, volatility of the

product price has a long memory. These statistical laws can

be also observed in financial markets [3,4]. In this conference,

we show statistical similarities between a product price in com-

petitive online markets and a stock price in financial markets.
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Predator-prey model for stock market fluctua-
tions.

M. Montero

Departament de F́ısica Fonamental, Universitat de Barcelona,

Spain.

We present a dynamical model that describes the evolution of

offer and demand in a financial market. The model considers

a nonspatial set of interacting agents that may be willing to

operate in the market, either by selling the stock or by buying

it, or that are not interested in operating at that moment. The

agents change their mind only through self (they may decide to

leave the stock exchange by their own) or mutual influence, and

the decision is adopted on a random basis. The model is thus is

inspired in a predator-prey model for population dynamics [1].
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One of the most appealing characteristics of such a systems is

the reported presence of large oscillations in the value of the

density of any two competing species. This finite-size effect is

self-instigated by a noise-induced resonant magnification. The

values around which both densities fluctuate can be obtained

after imposing the “thermodynamic” limit: in this situation

the system is described by a coupled set of Volterra equations,

with a sole stable solution. In fact, the resonant frequency of

the fluctuation in the species population can be approximately

expressed in terms of the coefficients of the linear mean field

system in the surroundings of the stable fixed point.

This set-up can be used in the modelling of the order book,

but in our case, the difference in population of the two sets

of active agents, sellers and buyers, will be directly translated

into the evolution of the stock through a simple model of ex-

cess of demand, that will rise the price when there are more

buyers than sellers in the market, and fall it in the opposite

case. The random nature of the fraction of each operating

agents is responsible for the stochastic evolution in the asset

value, whereas the oscillating behaviour promoted the presence

of bullish and bearish periods in the data series in a natural

way, with no external interference needed.

We will simulate the time evolution of the system under dif-

ferent market conditions, analyse the most relevant traits, and

compare them afterwards with empirically obtained properties.

[1] A.J. McKane and T.J. Newman, Predator-Prey Cycles from

a Resonant Amplification of Demographic Stochasticity, Phys.

Rev. Lett. 94, 218102 (2005).

Lyapunov modes for nonequilibrium systems.

G. Morriss

School of Physics, University of New South Wales, Australia.

We present the numerical observation of Lyapunov modes

(the mode structure of Lyapunov vectors) in a system main-

tained in a nonequilibrium steady state [1]. The system is

a two-dimensional particle model for heat conduction with a

hot reservoir on the left and a cold reservoir on the right. The

model is similar to others studied recently where boundary con-

ditions couple the system to the reservoir, [2,3]. These models

also exhibit anomalous thermal conductivities which is studied

both numerically and analytically using simplified stochastic

models which reflect the underlying Hamiltonian structure.

The modes show some similarities and some differences when

compared with the results for equilibrium systems. The Lya-

punov exponents in the step region show positive and negative

pairs of equal magnitude for the transverse modes, whereas the

longitudinal and momentum proportional modes have negative

exponents of larger magnitude than the positive ones. This ef-

fect is proportional to the external temperature gradient.

The breaking of energy conservation removes a zero exponent

and introduces a new mode. The transverse modes are only

weakly altered but there are systematic changes to the longitu-

dinal and momentum dependent modes. This is the first sys-

tematic study of Lyapunov modes of a nonequilibrium system

as a function of system size and external temperature gradient.

The possible connections between stability properties, such as

Lyapunov exponents and modes, and measurable thermody-

namic properties is explored.

[1] T. Taniguchi and G.P. Morriss, Lyapunov modes for a

nonequilibrium system with a heat flux, Comptes Rendus

Physique 8, 625 (2007).

[2] J.M. Deutsch and O. Narayan, One-dimensional heat con-

ductivity exponent from a random collision model, Phys Rev

E 68, 010201 (2003).

[3] J.M. Deutsch and O. Narayan, Correlations and scaling in

one-dimensional heat conduction, Phys. Rev. E 68, 041203

(2003).

Quanum Onsager-type equations for Bohm’s
potential.

D. Mostacci, V. Molinari and F. Pizzio
Laboratorio di Ingegneria Nucleare di Montecuccolino, Alma

mater Studiorum, Università di Bologna, Italy.

When investigating the transport of fermions or bosons, Som-

merfeld’s parameter gives a rule of thumb on whether a classi-

cal approach can be taken or a quantum treatment is needed:

if the parameter is much smaller than one, then degeneracy

is negligible and a classical treatment is adequate; otherwise,

degeneracy and quantum effects are important and a quantum

approach must be taken. In this work, interest is focused on

particle current and heat flux when quantum effects cannot be

neglected. From Bohm’s interpretation of Quantum Mechan-

ics, a quantum kinetic equation (QKE) has been derived in a

previous work by the present authors [1]: a kinetic equation

taking into account quantum effects can be applied to a wide

variety of problems, as a number of approximate equations can

be derived from the QKE - just to name a few, macroscopic

conservation equations [2] and Onsager-type equations. The

present work investigates how the presence of Bohm’s poten-

tial affects both particle current and heat flux, leading to a set

of ”Onsager” equations relating these two quantities to den-

sity and temperature gradients. To this aim, starting from the

QKE obtained in [1], with an expansion in Legendre polyno-

mials, Onsager-type equations are derived: it must be stressed

though that, since Bohm’s force is proportional to the third

derivative (in space) of the density, the expansion must be car-

ried at least to the terms of third order, i.e., a P3 rather than

the usual P1 approximation. A further point is that, since in

the derivation of the QKE a collision term has to be specified:

in deriving the aforementioned QKE the Boltzmann, Uehling

and Uhlenbeck (BUU) collision term was adopted [1,3]. In the

present work the coefficients appearing in the Onsager-type

equations are defined in terms of the density and temperature,

with the use of the appropriate equilibrium distribution func-

tion: Fermi-Dirac or Bose-Einstein. The differences between

the behaviour of fermions and that of bosons will be demon-

strated.

[1] D. Mostacci, V. Molinari and F. Pizzio, A derivation of

Quantum Kinetic Equation from Bohm potential, Transport.

Th. Stat. Phys., in press.

[2] D. Mostacci, V. Molinari and F. Pizzio, Quantum macro-

scopic equations from Bohm’s potential and propagation of

waves, to be published.

[3] D. Mostacci, V. Molinari and F. Pizzio, Wave propagation

and “Landau-type” damping from Bohm potential, Europhys.

Lett., in press.
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A transport theory approach to percolation of
liquids through porous media.

D. Mostacci, V. Molinari and M. Premud
Laboratorio di Ingegneria Nucleare di Montecuccolino, Alma

mater Studiorum, Università di Bologna, Italy.

The motion of fluids through porous media is a subject of

interest in many fields of engineering and medicine. It is often

tackled in the framework of diffusion approximation: however,

this approach can only take into account density gradients,

whereas temperature distribution also plays an important role

in transport phenomena. The interplay of density and temper-

ature gradients is best analyzed with the help of Onsager-type

equations [1]. In the present work, a method is presented that

is based on an Onsager equations approach to the problem of

a liquid diffusing through a porous medium.

Onsager equations are, originally, a phenomenological descrip-

tion of non-equilibrium thermodynamics: but once they are

written down in terms of gradients and coefficients, these lat-

ter still need to be determined for the equations to be use-

ful. This can perhaps be done experimentally, or by yet other

means: however, it is possible to derive them from kinetic the-

ory, making suitable approximations on the distribution func-

tion and then making use of Boltzmann’s equation [2]. In this

sense, they become a rigorous result of kinetic theory, and a

useful tool in those physical instances in which legitimate use

can be made of them, allowance being made for the assump-

tions and limitations introduced in their derivation [3].

The first problem presenting itself is how to incorporate the

effect of liquid state into the Boltzmann-Vlasov equation that

will be the starting point of the present work: this entails

calculating the self consistent Vlasov field due to the inter-

molecular forces. Once this field calculated, from expanding

Boltzmann-Vlasov equation in series of spherical harmonics

and truncating to the first two terms, Onsager-type equations

are derived for a liquid diffusing in a slab of porous medium

subjected to temperature and pressure gradients. The coef-

ficients of these equations are calculated considering van der

Waals type interactions.

The situation considered in the present work is as follows:

a slab of porous material, having breadth and length large

enough compared to thickness that the problem may be viewed

as one-dimensional, is in contact with a liquid having known

temperature T0 and pressure p0 on one side, andTL and pL on

the other side. The liquid diffuses through the porous material

under the effect of density and temperature gradients.

Onsager equations are then solved to obtain temperature, den-

sity and pressure profiles inside the slab, and from these latter

the distribution function for the liquid molecules.

[1] V. Molinari, D. Mostacci, Gas Flow in Porous Media from

a Transport Theory Perspective, WSEAS Transactions on Ap-

plied and Theoretical Mechanics 1, 55 (2006).

[2] V. Molinari and D. Mostacci, Heat Flux and Temperature

and Density Profiles in a Gas, Il Nuovo Cimento D 10, 435

(1988).

[3] V. Molinari and D. Mostacci, Diffusion near an Interface

via Onsager Equations, Il Nuovo Cimento D 18, 689 (1996).

Vector precoding for wireless multi-antenna
systems.

R. Muller1, D. Gou2, B. Saidel1 and A.L. Moustakas3

1Dept. of Electronics and Telecommunications, The Norwegian

University of Science and Technology, Trondheim, Norway.
2Dept. of Electrical Engineering and Computer Science, North-

western University, Evanston, IL, USA.
3Physics Dept. University of Athens, Greece.

Current wireless communications technology schemes usu-

ally involve base stations with several antennas to transmit to

users with terminals (e.g. mobile phones or laptops), also em-

ploying several antennas. This multiple-input-multiple-output

(MIMO) channel is represented by a matrix, with its elements

corresponding to the complex propagation amplitudes from

each transmitting to each receiving antenna. Due to battery

and size limitations it is desirable for user terminals to mini-

mize the complexity of their algorithms. For this to happen,

it is often the case that the algorithmic complexity has to be

shifted to the base station. A simple yet promising sugges-

tion was recently proposed by Peel et al. [1] and involves pre-

multiplying (precoding) the transmitted signal with the inverse

of the channel matrix, so that simple symbol-by-symbol detec-

tion can be used in lieu of sophisticated multiuser detection at

the receiver. As a result however, one has to pay the price of

considerably increased transmitting power when some eigen-

modes of the channel matrix become vanishingly small.

This paper studies a nonlinear vector precoding scheme based

on [2,3] which minimizes the transmit energy by relaxing the

transmitted symbols to a larger alphabet for precoding, while

preserving the minimum signaling distance. Essentially the

minimization procedure tries to find the transmit vector within

the alphabet space closest to the highest energy eigenvectors

of the channel matrix. The replica method is used to analyze

the average energy savings with random MIMO channels in

the large-system limit.

It is found that significant gains can be achieved with complex-

valued alphabets. The analysis applies to a very general class

of MIMO channels, where the statistics of the channel ma-

trix enter the result via the R-transform of the asymptotic

empirical distribution of its eigenvalues, which has been used

extensively in free probability theory. When the transmit an-

tennas are less than the receive antennas, it is shown that the

minimum transmit energy is in fact finite. The results are also

analyzed within the one-step broken replica symmetry assump-

tion.

[1] C.B. Peel, B.M. Hochwald and A.L. Swindlehurst, A vector-

perturbation technique for near-capacity multi-antenna multi-

user communication Part i: Channel inversion and regular-

ization, IEEE Trans. Commun. 53, no.3 (2005).

[2] M. Tomlinson, New automatic equaliser employing modulo

arithmetic, IEE Electr. Lett. 7, 138 (1971).

[3] H. Harashima and H. Miyakawa, Matched-transmission

technique for channels with intersymbol interference, IEEE

Trans. Commun. 20, 774 (1972).
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On the cooling and freezing processes.

G. Murariu1 and A. Dinescu2

1Faculty of Sciences, University Dunarea de Jos, Galati, Romania.
2National Institute for Research and Development in Micro and

Nanotechnologies - Bucharest, Romania.

In the last period, the mass and heat transfer processes are

important subjects in the cooling and freezing food product

domain [1]. The past years literature’ study reveals an in-

creasing interest for controlling and freezing front propagation

in these kind practices [1,2,3]. A series of analytical or numer-

ical approaching were developed [3,4,5].

The present paper exposes a comparative investigation for such

specific processes, in order to succeed in finding out a represen-

tation. In this means, using experimental data sets for straw-

berry cooling and freezing process, it was researched a model to

succeed in evaluating the temperature’ dynamics and the heat

transfer’ magnitude. In the first step were considered different

identification system methods in order to find out the math-

ematical models. For restricted temperature domains, could

be developed a series of linear mathematical models, in good

correspondence with the experimental data sets [5]. Basing on

them, it is considered a merged general mathematical model.

On the second stage, considering specific experimental circum-

stances, it was derived a finite difference model in order to

succeed in reaching the same problem of the prediction for the

temperature evolution.

In the last step, is proposed a physical model in order to de-

scribe the transfer process and to cover the experimental data

results. For the transfer coefficients evaluations, were built up

a specific algorithm and a related software program in order

to obtain a polynomial approximation. Considering the pre-

vious results from the specific literature, our methods offer a

comparative precision and could be extended to other cooling

and freezing food product processes.

[1] S.J. Lovatt, O.Q.T. Pham, A.C. Cleland and M.P.F. Lo-

effen, A New Method of Predicting the Time-Variability of

Product Heat Load During Food Cooling - Part 1: Theoretical
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[2] V.O. Salvadori and R.H. Mascheroni, Analysis of impinge-
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[3] A.E. Delgado and D.-W. Sun, Heat and mass transfer mod-

els for predicting freezing processes - a review, J. Food Eng.

47, 157 (2001).

[4] S. Ramakrishnan, R.A. Wysk and V.V. Prabhu, Prediction

Of process parameters for intelligent control of freezing tunnels

using simulation, Proceedings of the 2001 Winter Simulation

Conference.

[5] Z. Wang, J. Sun, X. Liao, F. Chen, G. Zhao, J. Wu and

X. Hu, Mathematical modeling on hot air drying of thin layer

apple pomace, Food Res. Int. 40, 39 (2007).

On the analysis of the climatic factors influences.

G. Murariu and M. Praisler
Faculty of Sciences, University Dunarea de Jos, Galati, Romania.

In our days, theoretical investigations are involved and used

in a huge class of research domains [1]. An important aim in

the most such works is to obtain the mathematical model for

the considered system or process [2, 3]. The common approach

is therefore to start from measurements of the behavior of the

system and the external influences (inputs) and try to deter-

mine a mathematical relation between them without going into

the details of what is actually happening inside the system [4].

Accepting this way, could be investigated the climatic phenom-

ena in a very sensible area of the Lower Danube zone where, in

the past years, a series of climatic disasters had been happen-

ing and the ambiance risk factors ’ management is a necessity.

Using a huge historical evidence data warehouse, in this way,

could be considered and designed a nonlinear model for anal-

ysis of these climatic factors. In a first step, it was considered

mathematical model building’ procedures, employing a series

of system identification methods in order to succeed in reach-

ing the correlation between the recorded water rains’ amounts

and the rivers’ flood levels evidences [2, 3]. For restricted data

domain, could be developed a series of linear mathematical

models, and, basing on them, it could be built a merged cov-

ering model. This approach is an initial phase toward a DSS

- Decision Support System aiming the climatic risk manage-

ment. The equivalent correlation is analyzed in the same time,

using statistical methods, in order to find out the parameters’

domain.

In the second step, is was intended a physics model which in-

cludes the land shape representation and watercourse sections’

drawing, in order to obtain a good correlation between the

rivers flood levels’ evolution and the water rains’ flux amounts

[5]. For this stage, was used a particular GIS system in correla-

tions with a specific computer software package which included

a series of numerical evaluation methods.

[1] K. Gabrovska, Software modeling of stochastic climatic pro-

cesses, International Conference on Computer Systems and

Technologies, CompSysTech’07.

[2] Gh. Puscasu, V. Palade, Al. Stancu, Sisteme de conducere
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(2000).

[3] V. Palade, D.-C. Neagu, Gh. Puscasu, Rule extraction from

neural networks by interval propagation, Fourth International

Conference on Knowledge-Based Intelligent Engineering Sys-

tems & Allied Technologies -KES 2000, University of Brighton,

Sussex USSEX, U.K.

[4] F. Lafont, J.-F. Balmat, Fuzzy logic to the identification

and the command of the multidimensional systems, (Invited

paper) Int. J. Comp. Cogn. 2, 21 (2004).

Solvable multi-species reaction-diffusion pro-
cesses with particle-dependent hopping rates.

Y. Naimi

Physics Research Center, Islamic Azad University Science and

Research Branch, Tehran, Iran.

By considering the master equation of the totally asymmetric

exclusion process with particle-dependent hopping rates on a

one-dimensional lattice, we obtain two types of boundary con-

ditions i.e. type 1 and type 2 boundary condition, for p-species

exclusion processes, in the terms of two p2×p2 matrices c and b

respectively. By using the conservation of particles, we obtain

a constraint on the sum of the elements of each column of ma-

trix c and b. Each boundary condition introduces the different

interactions, so we have two new families of the multi-species

reaction-diffusion processes with particle-dependent hopping

rates. The first family (i.e. reaction-diffusion models ) has the
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following reactions

Aα∅ → ∅Aα with rate vα,
AαAβ → AγAδ with rate cαβ

γδ .

In this model, we have the case of distinct particles where each

particle Aα drifting to the right with its own intrinsic hopping

rate vα if the right site is empty, and the particles interact with

each other if two of them are adjacent. The second family (i.e.

drop-push models), describes the following processes

Aα∅ → ∅Aα with rate vα,
AαAβ∅ → ∅AγAδ with rate bαβ

γδ .

In this system, any particle can hope to right site with rate

depends on type of particle, if that site is empty. If the right

site is occupied, the left particle can still hope to that site by

pushing the right one, but in the mean time there is a probabil-

ity that the type of the particles change. It is also shown that,

there is a drop-push reaction between a block of n+1 adjacent

particles with rate that is specified by a specific combinations

of bαβ
γδ ’s. These families are the generalization of TASEP mod-

els have been studied in [1] and [2], respectively, in which all

particles have the equal hopping rate.

Another reactions are annihilation processes that they are

diffusion-limited reaction-diffusion processes. In these inter-

actions, particles annihilate pairwise or coagulate to the right

and left whenever they meet each other. These processes are

AαAβ → ∅Aβ with rate δαβ ,
AαAβ → Aα∅ with rate γαβ ,
AαAβ → ∅ ∅ with rate ηαβ .

It is important that, if we consider the initial state with n

particles, no annihilation processes can lead to a n-particle

state at any later time. So we don’t have the conservation of

particles and therefore the constraint on the sum of the ele-

ments of each column of matrices can be changed to modified

constraint, and by imposing this modified constraint to the

matrices c and b, the rates of annihilation processes enter the

matrices c and b.

Now we add above annihilation-diffusion processes to the pre-

vious reactions of both families. We obtain two distinct new

models. It is shown that these models are exactly solvable in

the sense of the Bethe anstaz, provided some conditions are

satisfied. The two-particle conditional probabilities and large-

time behavior of such systems are also calculated.

[1] F. Roshani and M. Khorrami, Phys. Rev. E 64, 011101

(2001).

[2] F. Roshani and M. Khorrami, Eur. Phys. J. B 36, 99

(2003).

Weakly interacting Bose-gas in disordered envi-
ronment.

T. Nattermann1 and V. Pokrovsky2

1University of Cologne, Germany.
2Texas A&M University, College Station, Texas, USA.

We consider zero-temperature phase diagram of a weakly

interacting Bose-gas in a static random potential U (r) with

pair correlation function 〈U (r)U (r′)〉 = κ2δ (r− r′). We first

analyze the structure of single-particle states extending the

Zittartz-Langer-Lifshitz-Halperin-Lax theory. A characteristic

length scale of quantum states is the so-called Larkin length

L = ~4/
(
m2κ2

)
, where m is the particle mass. The character-

istic energy is EL = ~2/
(
2mL2

)
. States with energy E ≥ EL

are delocalized, other states are localized. The states with the

negative energy E such that |E| � EL or, equivalently with

the radius R � L, are strongly localized. They have an ex-

ponentially small density R−3 exp
(
−L

R

)
. The tunneling am-

plitude between them is t ∼ exp
[
− exp

(
L
3R

)]
. The ground

state of the ideal Bose gas in such a potential is not ergodic:

it depends on a specific realization of the random potential or

on the details of cooling process. The interaction makes the

gas ergodic. We assume disorder weak enough: L �a, where

a is the s-scattering length. At small average concentration

n � nc ∼
(
L2a

)−1
, the Bose particle occupy deep bound

states with the radius R ≤ R (n) = L/ ln
( nc

n

)
. Each deep

state is occupied by a well defined number of particles and

has maximally uncertain phase. The tunneling amplitude is

t ∼ exp
[
−

( nc
n

)1/3
]
. This is a disordered singlet state with

no superfluidity. At n approaching nc the phase correlation

between different wells grows and a transition to a coherent,

but inhomogeneous superfluid state proceeds.

We applied the same ideas to the weakly interacting Bose gas

in a harmonic trap. At very small disorder L >`, where ` is

the oscillator length, the crossover from a condensate in the

ground oscillator state to the Thomas-Fermi spherical cloud

takes place at increasing number of particles. At a stronger

disorder ` <L <3Na, the cloud is single connected and spher-

ical. It becomes divided into fragments of the linear size L at

N > L/ (3a). The phase of the condensate inside a fragment

is uncertain, the superfluidity is absent. The total linear size

of the fragmented cloud grows as RF ∼ (Na)1/3L2/3. When

N reaches the value Nc ∼ `6/
(
L5a

)
, the trap energy exceeds

the disorder. The cloud again becomes single connected, but

its size exceeds the Larkin length. The phase coherence is es-

tablished in the cloud and it becomes superfluid. The size of

such cloud is determined by the Thomas-Fermi approximation

R ∼ (aN)1/5`4/5.

This work was supported by DFG-project NA222/5-2 and by

the DOE under the grant DE-FG02-06ER 46278.

Fisher’s information metric in the context of
generalised entropies.

J. Naudts
Departement Fysica, Universiteit Antwerpen, Belgium.

A main topic of statistical physics is the study of statistical

models which depend on a few parameters θ1, θ2, · · · , θn, such

as inverse temperature β, and chemical potential µ. The goal is

then to derive thermodynamic relations between these param-

eters θj and the corresponding extensive quantities Uj . With

each set of θ there corresponds an equilibrium probability dis-

tribution pθ, or a density matrix ρθ. The extensive quantities

Uj are then the expectation values with respect to these pθ of

some variables, denoted Hj .

Together, the pθ form the statistical manifold, the geometry

of which is determined by Fisher’s information metric. This

metric can be derived from a potential, which is the Massieu

function Φ(θ). Usually, this potential is the logarithm of the

partition sum. Its Fenchel dual is the thermodynamic entropy

S(U). The well-known thermodynamic relations

∂Φ

∂θk
= −Uk , and

∂S

∂Uk
= −θk ,

follow from this duality.
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The information-theoretic interpretation of Fisher’s metric is

based on the inequality of Cramér and Rao. This inequality

is optimal when the model belongs to the exponential family.

This means that the equilibrium states satisfy the variational

principle with respect to the Boltzmann-Gibbs-Shannon en-

tropy / the von Neumann entropy. However, some models of

statistical physics do not belong to the exponential family –

see for instance [1]. For such models a generalised notion of

exponential family is appropriate.

A particular feature of the generalised formalism is the ap-

pearance of escort probability distributions [2], denoted Pθ.

The pair (pθ, Pθ) satisfies a generalisation of the inequality of

Cramér and Rao. It becomes optimal when the model belongs

to the generalised exponential family and the escort Pθ is cho-

sen in a suitable manner [3,4]. The generalised Fisher metric

involves both pθ and Pθ. The Massieu function Φ(θ) still is a

potential for the Fisher metric. The duality relation between

S(U) and Φ(θ) is still valid. One can conclude that equilib-

rium thermodynamics is valid to a much wider extent than

has been derived in standard statistical mechanics based on

the Boltzmann-Gibbs-Shannon / von Neumann entropy func-

tions.
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Why the persistent current observed at a non-
zero resistance is challenge to the second law of
thermodynamics.

A.V. Nikulov

Institute of Microelectronics Technology and High Purity Materi-

als, Russian Academy of Sciences, Moscow Region, Russia.

The second law of thermodynamics holds the supreme posi-

tion among the laws of Nature. Nevertheless some challenges

[1] force us to feel a doubt about this universality. It is written

in the end of the section “Nikulov Inhomogeneous Loop” of

the book [1] that the experimental results revealing evidence

of a direct equilibrium motion represent a cogent challenge to

the second law but conclusive violation cannot be claimed. I

am agree. But I should note that only a miracle can rescue the

second law against the experimental evidence of the persistent

current Ip observed at a non-zero resistance R > 0. The equi-

librium persistent current is a periodical function Ip(Φ/Φ0) of

magnetic flux Φ inside thin-wall superconductor ring with the

period equals the flux quantum Φ0 = π~/e. This periodicity

becomes apparent in the observations [2] of the quantum os-

cillations of the ring resistance R(Φ/Φ0) and the dc voltage

Vdc(Φ/Φ0) measured on semi-ring of asymmetric rings in the

temperature region corresponding to the fluctuation region of

superconducting transition where R > 0. The observations of

the dc voltage Vdc(Φ/Φ0) and the persistent current Ip(Φ/Φ0)

at R > 0 without any external dc power source [2] testify an

intrinsic dc power source RI2p since any current must disap-

pear at R > 0 without a power source because of the power

dissipation RI2p . The equilibrium persistent current Ip 6= 0 is

observed at R > 0 only in the fluctuation region. Therefore

it is enough obvious that RI2p is the power of thermal fluc-

tuations, i.e. equilibrium dc power, any observation of which

contradicts to the second law. This challenge to the second

law evident experimentally has profound cause in symmetry

breaking between opposite directions because of the Bohr’s

quantization on the macroscopic level [3]. The Bohr’s quanti-

zation can not break the symmetry at the atomic level and has

broken it at the macroscopic level because of the fundamental

difference between the essence of the quantum phenomena on

these levels [4]. I would like to consider consequences of the

symmetry breaking for foundations of statistical physics and

destiny of the second law.

[1] V. Capek and D.P. Sheehan, Challenges to The Second Law

of Thermodynamics., (Springer, Series: Fundamental Theories

of Physics, vol. 146, 2005).
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Networks of optimal synchronizability.

T. Nishikawa1 and A.E. Motter2
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In a network of dynamical elements, one of the most funda-

mental issues is the relationship between the network struc-

ture and the collective dynamics of the system. The study

of complete synchronization, a simplest form of collective dy-

namics in a network in which all oscillators behave in precisely

the same way, provides an excellent starting point for under-

standing how collective network behavior arises. The stability

of complete synchronization in a weighted directed network

of oscillators can be formulated using the well known master

stability function and the eigenvalues of the Laplacian matrix

encoding the topological structure of the network. A measure

of synchronizability, defined as the relative range of overall

coupling strength for which synchronization is stable, can be

computed as the ratio of the largest and the smallest nonzero

eigenvalues of the Laplacian matrix. Thus, a network property

and a collective dynamical property are simply and elegantly

related to each other through the eigenvalues. In this talk, I

will use this measure of synchronizability to address an inter-

esting optimization problem [1,2]: which network topology has

the highest synchronizability? After formulating the problem,

I will establish that the optimality condition can be expressed

as a simple condition that all nonzero eigenvalues of the Lapla-

cian matrix are equal. This condition, therefore, defines a class

of networks with optimal synchronizability. To see which types

of networks have the optimal synchronizability, I will first look

at a large subclass of optimal networks which has well-defined

directionality. This subclass contains all directed trees with

appropriate connection weights. The optimal networks of this

type are easy to construct explicitly and its optimality can be

intuitively understood to arise from the hierarchical ordering
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among the oscillators. However, many of them suffers from a

long transient before the exponential stability sets in. In ex-

ploring other types of networks with optimal synchronizability,

I will discuss certain symmetry of the entire class. I will also

discuss the robustness against the structural perturbation, i.e.,

how does a optimal network lose the optimality as the network

connection weights are perturbed?

[1] T. Nishikawa and A.E. Motter, Synchronization is optimal

in nondiagonalizable networks, Phys. Rev. E 73, 065106(R)

(2006).

[2] T. Nishikawa and A.E. Motter, Maximum performance at

minimum cost in network synchronization, Physica D 224, 77

(2006).

Combinatorial entropies and statistics for parti-
cles in indistinguishable states.

R.K. Niven

School of Aerospace, Civil and Mechanical Engineering, The

University of New South Wales at ADFA, Canberra, Australia

and Niels Bohr Institute, University of Copenhagen, Copenhagen

Ø, Denmark.

In the combinatorial basis of entropy (“Boltzmann principle”

[1]), the entropy function is defined as H = N−1 ln W, where

N denotes the number of entities within the system and W is

the number of ways in which a specified realization of the sys-

tem can occur (the “statistical weight”). By maximizing this

entropy (MaxEnt), subject to the constraints on a system, one

selects its “most probable” (MaxProb) realization, which can

be used to represent the system [2,3]. Examining systems of

particles within states, four scenarios can be considered: (i)

distinguishable entities and states, for which H converges to

the Shannon entropy as N →∞; (ii) indistinguishable entities

and distinguishable states, for which H converges to the Bose-

Einstein entropy (or, if a maximum of one entity per state, to

the Fermi-Dirac entropy) [4]; (iii) distinguishable entities and

indistinguishable states, which give a new statistic [5]; and

(iv) indistinguishable entities and states. The last two cases

are examined here, for both non-degenerate and equally degen-

erate levels, leading to new entropy measures which incorpo-

rate factorial terms, coding parameters and Stirling numbers

of the first or second kind; their asymptotic convergence as

N → ∞ is markedly different to Maxwell-Boltzmann (multi-

nomial) statistics. In the non-asymptotic case (N �∞), it is

necessary to represent such systems using a “superpositional”

most-probable distribution, involving an average of all possible

distributions weighted by their probabilities of occurrence [3].

The analysis has important implications for the analysis of a

variety of network, transport, biological, economic and social

systems.

[1] L. Boltzmann, Wiener Berichte, 76, 373 (1877).

[2] R.K. Niven, arXiv:cond-mat/0512017v5.

[3] M. Grendár, Jr. and M. Grendár, in Bayesian Inference

and Maximum Entropy Methods in Science and Engineering,

A. Mohammad-Djafari (ed.), Melville: AIP, 83 (2001).

[4] e.g. S.N. Bose, Z. Phys. 26, 178 (1924); A. Einstein, Sitz.

Preuss. Akad. Wiss. 261 (1924); 3 (1925); E. Fermi, Z. Phys.

36, 902 (1926); P.A.M. Dirac, Proc. Roy. Soc. 112, 661

(1926).

[5] R.K. Niven, in Abe, S., Herrmann, H., Quarati, P., Rapis-

arda, A., Tsallis, C. (eds), CTNEXT 07, Catania, Italy, AIP

Conf. Proc. 965, 96 (2007).

Exchange bias in spin glasses and nanoparticle
systems.

P. Nordblad

Uppsala University, Department of Engineering Sciences, Sweden.

The low temperature hysteresis curves of archetypal Cu(Mn)

and Ag(Mn) spin glasses exhibit exchange bias and abrupt

magnetization jumps. This was discovered and investigated in

detail several decades ago [1,2]. The behaviour has similari-

ties with the Meiklejohn and Bean [3] discovery of exchange

bias in systems with Co nanoparticles in cobalt oxide shells.

Recently it was found that multilayers of spin glass films and

thin ferromagnetic layers show exchange bias [4], in similarity

with layers of antiferromagnetic-ferromagnetic materials. The

origin of exchange bias is still an unsolved problem.

The zero field (in experiments low field) dynamics of spin

glasses is governed by the collective spin glass phase, which

however is strongly affected (destroyed) by a (higher) mag-

netic field. Cooling the spin glass in a high magnetic field as

is done in an exchange bias experiment and entering into a re-

gion of in-field slow dynamics (crossing the dynamic AT-line)

introduces a field induced unidirectional anisotropy (and ex-

cess moment) that at lower temperature becomes frozen in up

to higher reversal fields than the cooling field; i.e. introduces

exchange bias. Does this excess moment also cause the ob-

served collective jumps in the magnetization curves? This phe-

nomenology gives a verbal understanding and questions, but

how does the behaviour come to pass from spin glass theory

and models? In similarity, the uncompensated antiferromag-

netic moments at the interface between a ferromagnetic and

an antiferromagnetic layer is locked in the direction of the fer-

romagnetic magnetization direction when cooled through the

antiferromagnetic transition temperature in a magnetic field.

The weak excess moment of the AF layer becomes locked in its

cooling direction at lower temperatures and causes exchange

bias? Is a similar interface effect the cause of the exchange bias

in spin glass-ferromagnetic multilayers [4], or is it the intrinsic

exchange bias of Cu(Mn) that causes the phenomenon? These

and related questions and problems regarding spin glass and

nanoparticle magnetic hysteresis will be discussed.

[1] J.S. Kouvel, J. Phys. Chem. Sol. 21, 57 (1961).

[2] P. Monod, J.J. Prèjean and B. Tissier, J. Appl. Phys. 50,

7324 (1979).

[3] W.P. Meiklejohn and C.P. Bean, Phys. Rev. 105, 904

(1956).

[4] M. Ali et al., Nature Materials 6, 70 (2007)

Self organization of hierarchy and villages in
timid and challenging societies.

T. Odagaki, R. Fujie and T. Okubo

Department of Physics, Kyushu University, Fukuoka, Japan.

Emergence of social hierarchy and villages in various societies

is studied on the basis of the agent-based model proposed by

Bonabeau et al. [1]. The trait of societies is incorporated in

the model by modifying the diffusion rule. We introduce two
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different societies, a timid society where all individuals are

peace-loving and timid [2], and a challenging society where all

individuals are warlike and brave [3]. In the timid society, the

self-organization of hierarchy is shown to occur in two steps as

the population is increased, i.e. there are three states, one egal-

itarian and two hierarchical states. Within the mean field ap-

proximation, we show that the transition from the egalitarian

to the first hierarchical state is continuous and the transition

from the first hierarchical state to the second one is discontin-

uous [4]. In the challenging society [3], the self organization

of hierarchy as the population is increased accompanies for-

mation of villages and the structure of the transition depends

on the sequence of random walk of individuals. When the or-

der of the walk is pre-assigned to individuals, the hierarchical

society consists of villages in each of which there exist a few

winners with many middle class and losers and the distribution

of winning probability is widespread. When the order of the

walk is random, then the transition occurs in two steps; while

the first transition is continuous to a society with widespread

winning-probability, the second transition is discontinuous to

a society which consists of a small number of extreme winners

and many middle class and losers [5]. In the latter case, a gi-

ant village is formed and some people stray around the village.

Our results indicate that among controlling processes of diffu-

sion and fighting of individuals and relaxation of wealth, the

trend of action which individuals take plays the pivotal role in

the self-organization of hierarchy and villages.

[1] E. Bonabeau, G. Theraulaz and J.-L. Deneubourg, Physica

A 217, 373 (1995).

[2] T. Odagaki and M. Tsujiguchi, Physica A 367, 435 (2006).

[3] M. Tsujiguchi and T. Odagaki, Physica A 375, 317 (2007).

[4] T. Okubo and T. Odagaki, Phys. Rev. E 76, 036105 (2007).

[5] R. Fujie and T. Odagaki, in preparation.

A closer look at linear response theory via an
exactly solvable model of classical spins in a
time-dependent rotating magnetic field.

S.K. Oh, S.-C. Yu, T.T. Tham and K. Tarigan
BK21 Physics Program and Department of Physics, Chungbuk

National University, Cheongju, Chungbuk, Korea.

In the absence of any generally accepted method to investigate

nonequilibrium statistical mechanics problems and formidable

difficulty in solving equations of motion for a system with

a given Hamiltonian, linear response theory (LRT) [1,2] has

been widely used. However, rather unfortunately, there are no

means provided by the theory to delimit its range of validity.

Most people think that LRT is valid for very small fields and

for some limited time after the onset of the perturbation.

Past works examining the validity of linear response theory

[3,4] had been either mathematically rigorous but sophisti-

cated or physically plausible but qualitative, and there were

few direct comparison of the consequences of LRT with those

of exact calculation. Hence, in this work, we would like to

examine explicitly the valid region of LRT via an exactly solv-

able model of noninteracting classical spin in a time-dependent

rotating field described by the Hamiltonian

H = −hzSz − h0{Sx cos(ωt)− Sy sin(ωt)} ,

where Sα (α = x, y, z) denotes the total spin components, and

this Hamiltonian originated from nuclear magnetic resonance

studies of magnetic materials.

In order to carry out a calculation within LRT, we write the

previously described Hamiltonian in the form H ≡ H0 +H1(t)

where H0 denotes the unperturbed Hamiltonian in the form

H0 = −hzSz − h0Sx and H1(t) denotes the perturbed Hamil-

tonian in the form

H1(t) = h0[Sx{1− cos(ωt)}+ Sy sin(ωt)] .

By making use of the formula

< Sα(t) >ne= < Sα(t) >eq +
1

i~

∫ t

0
dt′ < [SI

α(t), H1(t′)] > ,

and by taking the classical limit of the result obtained from

this, we find the nonequilibrium total spin components within

LRT. Then we compared the LRT results with those of exact

calculation. Thereby, we found that the nonequilibrium mag-

netization components of the classical noninteracting spins in

a rotating field obtained via linear response theory have the

value close to that of exact calculation for very small fields

and small angular frequencies far away from the resonance fre-

quency. However, it is invalid at or near the resonance angu-

lar frequencies, irrespective of the magnitude of the rotating

magnetic field. Thereby, it cannot be used to quantitatively

interpret the results of magnetic resonance experiments.

[1] R. Kubo, J. Phys. Soc. Jpn 12, 570 (1957).

[2] M.S. Green, J. Chem. Phys. 22, 398 (1954); Phys. Rev.

119, 829 (1960).

[3] N.G. van Kampen in Fluctuation Phenomena in Nonlin-

ear Systems, R.E. Burgess (Ed.), (Academic Press, New York,

1965); Phys. Norvegica 5, 279 (1971).

[4] K.M. Vliet, J. Math. Phys. 19, 1345 (1978); J. Math.

Phys. 20, 2573 (1979); J. Stat. Phys. 53, 49 (1988).

Geometric aspects and the Legendre structure of
generalized entropies.

A. Ohara
Osaka University, Japan.

In recent decades information geometry [1,2], which is geom-

etry based on the Legendre structure, has been successfully

applied mainly to the fields of statistics, information theory,

learning theory and so on. The purpose of this talk is to

demonstrate that information geometric viewpoints give new

insights and interesting ways of understanding for the frame-

work of statistical physics with generalized entropies.

Let pθ(x) be a probability distribution parametrized by θ.

Consider a function ψ(pθ) convex with respect to θ, or so-called

divergence functions D(pθ1 , pθ2 ) satisfying certain conditions.

Using derivatives of ψ or D, the corresponding information

geometric structure such as Riemannian metric and a pair of

dual affine connections is induced to the space of distributions

pθ. The typical and familiar examples for ψ or D in statistical

physics would be the generalized Massieu potentials or the mi-

nus of generalized entropies, or generalized relative entropies.

In this first part we briefly introduce some useful general re-

sults of such geometries making much of the relation with the

Legendre structure.

In the second part we discuss properties of the space of distri-

butions and Tsallis relative entropy minimization using infor-

mation geometry induced from the Tsallis relative entropy. We

prove that the space has constant curvature with respect to the
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geometry, and from which, the nonextensive relation of Tsal-

lis (relative) entropy is derived. In this sense, the nonflatness

is geometrically interpreted as a source of the nonextensivity.

Further, by showing that the special geometric property called

α-autoparallelism holds for the normalized q-expectation con-

straints, we establish uniqueness and global minimality of the

equilibrium distribution for the Tsallis relative entropy mini-

mization problem. The relation with the escort probability is

also slightly discussed. The results of this part are mainly in

[3].

Finally in the third part, we discuss geometric aspects of a cer-

tain type of nonlinear Fokker-Plank equation. The behavior

of the solution is characterized in terms of geometry induced

from a so-called Bregman divergence.

Using the fact that the corresponding generalized exponential

family is flat, we establish the Pythagorean relation of the di-

vergence. Further, we show that the trajectory of the solution

on the family coincides with the geodesic curve with respect

to the one of the dual affine connections. The physical impli-

cation of this fact is also discussed.

[1] S.-I. Amari, Differential-Geometrical Methods in Statistics,

Lecture Notes in Statistics 28, (Springer-Verlag, 1985).

[2] S-I. Amari and H. Nagaoka, Methods of Information Ge-

ometry, Trans. Math. Mono. 191, (Amer. Math. Soc. &

Oxford Univ. Press, Oxford 2000).

[3] A. Ohara, Geometry of distributions associated with Tsal-

lis statistics and properties of relative entropy minimization,

Phys. Lett. A 370, 184 (2007).

Derivation of the Tsallis, Rényi and nonextensive
Gaussian entropy from deformed multinomial
coefficients.

T. Oikonomou

Institute of Physical Chemistry, National Center for Scientific

Research “Demokritos” and School of Medicine, Department of

Biological Chemistry, University of Athens, Greece.

We define for an arbitrary generalized logarithmic function

lnQ(x), where Q = {Qi}i=1,··· ,m, is a set of parameters and

x ∈ R+, the respective deformed multiplication and division,

in such a way that the relation lnQ(x⊗Q y) = lnQ(x)+lnQ(y)

holds. Based on the above deformed operations we present two

deformed factorial operators and construct then the respective

deformed Multinomial Coefficients (dMC) [1]. For this con-

struction we have introduced two different parameter sets, Q,

as given above, and R = {R〉}〉=∞,...,\, whose distinction is

of central importance. By replacing the generalized logarithm

lnQ(x) in the two dMC-definitions with the one-parametric

logarithmic-like functions lnq(x) := (x1−q − 1)/(1 − q) and

ln2−q(x) := (xq−1 − 1)/(q − 1) respectively, using each time

the appropriate parameter set, we can derive the Tsallis, Rényi

and Nonextensive Gaussian entropy (ST
q , SR

r , SG
q ), shedding

light on the relation between the three above entropy defini-

tions in the respective validity range of their parameters. Con-

sidering the two dMC’s, it can be proved that the entropy ST
q

is defined in the ranges q ∈ [0, 1] and q ∈ [1,∞), respectively.

Accordingly, the Tsallis entropy describes different statistics in

the above q-ranges, since the different structures of the dMC’s

is not a matter of a q-transformation. Analogous results we ob-

tain for the entropy SG
q under the extension of the q≤1-branche

to q ∈ (−∞, 1]. In the case of Rényi entropy SR
r both dMC’s

lead to the same r-range, namely r ∈ [0, 1]. Another impor-

tant point within the dMC-approach is the determination of

the maximum configuration function. For the entropy ST
q we

obtain a q-exponential and a 2− q-exponential function in the

ranges q ∈ [0, 1] and q ∈ [1,∞), respectively. This result is

the same for the entropy SG
q in the respective q-ranges, while

in the case of SR
r the maximum configuration function is an

ordinary exponential function. The two latter results are in

contradiction with the ones obtained from the Jaynes’s Max-

Ent Principle [2,3] and indicate that the application of this

formalism does not lead generally to correct results.

[1] Th. Oikonomou, Tsallis, Rényi and nonextensive Gaussian

entropy derived from the respective multinomial coefficients,

Physica A 386, 119 (2007).

[2] Th. Oikonomou, Properties of the “nonextensive” Gaus-

sian entropy, Physica A 381, 155 (2007). [3] E.K. Lenzi,

R.S. Mendes and L.R. da Silva, Statistical mechanics based

on Rényi entropy, Physica A 280, 337 (2000).

Non-extensivity parameter of self-similar statisti-
cal system.

A.I. Olemskoi1, A.S. Vaylenko2 and I.A. Shuda2

1Institute of Applied Physics, Nat. Acad. Sci. of Ukraine.
2Sumy State University, Ukraine.

We consider a self-similar statistical system being inherent

in the homogeneous function f(x) ∼ xq characterized with

the non-extensivity parameter q. This system possesses a dis-

crete symmetry with respect to multiple action of the Jackson

derivative

Dλf(x) ≡
f(λx)− f(x)

(λ− 1)x
=

[q]λ

x
f(x) ,

reduced to the q-basic number [q]λ ≡ (λq − 1)/(λ − 1) with

dilatation parameter λ. Action of the Lee group operator

Tλ(t) ≡ exp(tDλ) with transformation parameter t is shown

to give

Tλ(t)f(x) = et/xf(x) (1)

at condition

[q]λ[q − 1]λ · · · [q − (n− 1)]λ = 1 (2)

where n − 1 < q < n, n = 1, 2, . . . Physically, the transfor-

mation (1) means the dilatation strengthens exponentially the

homogeneous function within the domain of small values x due

to the self-similarity condition.

In slightly dilated system (λ → 1) the condition (2) takes

the simple form
∏n−1

m=0(q − m) = 1. In the case of one-

fold dilatation (n = 1) the homogeneity exponent q = 1 re-

lates to the linear function f(x) ∼ x. At two-fold dilatation

(n = 2) the homogeneity exponent is reduced to the gold mean

q = (1 +
√

5)/2 ' 1.618. For dilatation orders n� 1, one ob-

tains q ' (n− 1) + 1/(n− 1)!. In general case of the λ-dilated

system, one has

q ' (n− 1) +
ln{1 + (λ− 1)/[n− 1]λ!}

lnλ
.

At n = 1 the homogeneity exponent does not depend on the

dilatation parameter λ, whereas with increasing n > 1 the q

value decays monotonically to the magnitude q = n − 1 the

faster the more order n of dilatation.
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Obviously, the value n = 1 related to non-dilated system cor-

responds to usual case of the Boltzmann-Gibbs statistics with

q = 1. The case n = 2 relates to the Tsallis statistics, for

which the non-extensivity parameter equals to the gold mean

q ' 1.618 at λ = 1 and decays to the lower limit q = 1 with

λ→∞. What about the dilatation orders n > 2, the physical

nature of related statistics has not been discussed before.

Nonextensive/dissipative correspondence in rela-
tivistic hydrodynamics.

T. Osada1 and G. Wilk1

2Theoretical Physics Lab., Faculty of Knowledge Engineering,

Musashi Institute of Technology, Japan.
1The Andrzej So ltan Institute of Nuclear Studies, Warsaw, Poland.

We present nonextensive version of hydrodynamical model

for multiparticle production processes proposed by us recently

[1]. It is based on nonextensive statistics assumed in the form

proposed by Tsallis and characterized by nonextensivity pa-

rameter q which characterizes some specific form of local equi-

librium, which in the case of nonextensive thermodynamics

replaces the local thermal equilibrium assumption of the usual

hydrodynamical models. It accounts therefore, in a natural

way, for some intrinsic fluctuations possibly existing in the

hadronizing system and/or for all possible long range correla-

tions and memory effects present in the hadronization system

and not accounted for when using the usual formulation. In

its new form our model resembles, in its ideal fluid version, a

nonextensive perfect fluid, described by the following equation

T µν
q;µ =

[
εq(Tq)uµ

q u
ν
q − Pq∆µν

q

]
;µ

= 0, (1)

with εq , Pq and uµ
q being the respective q-modified energy

density, pressure and flow vector, whereas ∆uµ
q ≡ uµ

q − uµ

with flow field uµ corresponding to q = 1. However, using

now relations ε(T ) = εq(Tq) + 3Π and P (T ) = Pq(Tq) (T and

Tq are, respectively, temperature and its q equivalent) and

denoting Π ≡ 1
3

(εq + Pq)[x2 + x], where x ≡ uµ
q uµ, one gets

the standard form of dissipative hydrodynamic equation for

viscous fluid (here Wµ = (gµα − uµuα) Tq αβu
β)

[ε(T )uµuν − (P (T ) + Π)∆µν +Wµuν +W νuµ + πµν ];µ = 0.

(2)

Therefore solving Eq. (1) for ideal q-fluid is equivalent to solv-

ing Eq. (2) for viscous fluid and the corresponding nonexten-

sive entropy current includes automatically higher order terms

in dissipative entropy current. The possibility of such nonex-

tensive/dissipative correspondence is then further investigated

and elucidated with connection between the perfect nonexten-

sive hydrodynamical model and dissipative phenomena being

stressed and discussed in more detail.

[1] T. Osada and G. Wilk, Phys. Rev. C 77, 044903 (2008);

arXiv: 0710.1905[nucl-th].

Social group dynamics in networks.

G. Palla1, A.-L. Barabási2 and T. Vicsek1

1Statistical and Biophysical Research Group, Eötvös Loránd

University, Budapest, Hungary.
2Dept. of Physics, University of Notre Dame, USA.

The rich set of interactions between individuals in the soci-

ety results in complex community structure, capturing highly

connected circles of friends, families, or professional cliques in

a social network. Due to the frequent changes in the activ-

ity and communication patterns of individuals, the associated

social and communication network is subject to constant evo-

lution. The cohesive groups of people in such networks corre-

sponding to families, friendship circles, work groups, etc., are

under permanent change as well. These groups can grow by

recruiting new members, or contract by loosing members; two

(or more) groups may merge into a single community, while a

large enough social group can split into several smaller ones;

new communities are born and old ones may disappear. Our

knowledge of the mechanisms governing this community dy-

namics is limited, but is essential for a deeper understanding

of the development and self-optimisation of the society as a

whole. Here we discuss a new algorithm based on a clique per-

colation technique [1], that allows to investigate in detail the

time dependence of communities on a large scale and as such,

to uncover basic relationships of the statistical features of com-

munity evolution. Our focus is on two networks of major inter-

est, capturing the collaboration between scientists and the calls

between mobile phone users. According to the results, the be-

havior of smaller collaborative or friendship circles and larger

communities, eg. institutions show significant differences [2].

Social groups containing only a few members persist longer

on average when the fluctuations of the members is small. In

contrast, we find that the condition for stability for large com-

munities is continuous changes in their membership, allowing

for the possibility that after some time practically all mem-

bers are exchanged. We also show that the knowledge of the

time commitment of the members to a given community can

be used for predicting the communitys lifetime. These findings

offer a new view on the fundamental differences between the

dynamics of small groups and large institutions.

[1] G. Palla, I. Derényi, I. Farkas and T. Vicsek, Uncovering

the overlapping community structure of complex networks in

nature and society, Nature 435, 814 (2005).

[2] G. Palla, A.-L. Barabási and T.Vicsek, Quantifying social

group evolution, Nature 446, 664 (2007) .

Superstatistics and renewal critical events.

P. Paradisi1 and P. Grigolini2,3,4

1Istituto di Scienze dellAtmosfera e del Clima (ISAC-CNR), Lecce

Unit, Italy.
2Center for Nonlinear Science, University of North Texas, Denton,

Texas,USA.
3Dipartimento di Fisica “E. Fermi” - University of Pisa, Italy.
4Istituto dei Processi Chimico Fisici (IPCF-CNR), Area della

Ricerca di Pisa, Italy.

Superstatistics [1] offers a general framework to describe

nonequilibrium stationary states of complex systems (e.g., a

Brownian particle in a inhomogeneous fluid environment). The

statistical distribution associated with the stationary state is
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described as a superposition of Boltzmann-like factors, each

one generated by a local and fast dynamical component of

the system. The central idea of superstatistics is that these

Boltzmann-like factors are weighted by the probability den-

sity of an intensive parameter fluctuating on a large spatio-

temporal scale (e.g., temperature in a thermal bath, energy

dissipation rate in a turbulent flow, etc...).

Following this approach, the authors of Ref. [2] introduced

a methodology to derive a superstatistical description from a

given experimental time series. An equivalent superstatistical

model is found by estimating the probability distribution of

the intensive parameter and the model is tested by checking

the separation of the time scales, which is a crucial condition

for the validity of superstatistics.

In addition to the superstatistical features, it should be conve-

nient to consider also the aspects related to renewal theory [3]

and, in particular, to the presence of critical events, i.e., Re-

newal non-Poisson events [4] , characterized by genuine ran-

domness and often by power-law or stretched-exponential de-

cay. In fact, different models can be in agreement with the

same distribution density of the intensive fluctuating param-

eter, and the renewal features could give some effort in the

choice of the most suitable model.

In recent years a statistical techinque, based on the concept of

Renewal Aging, was developed [4,5]. This technique can detect

the presence of critical events in a time series, thus evaluating

the renewal features of the time series itself.

In this talk we will show the application of Renewal Aging

analysis to some simple models with different renewal prop-

erties and we will make a brief discussion about the possible

connections between superstatistics and renewal theory.

[1] C. Beck, Phys. Rev. Lett. 87, 180601 (2001).

[2] C. Beck, E.G.D. Cohen and H.L. Swinney, Phys. Rev. E

72, 056133 (2005).

[3] D.R. Cox, Renewal Theory, (Chapman and Hall, New York,

1967).

[4] P. Allegrini, F. Barbi, P. Grigolini and P. Paradisi, Phys.

Rev. E 73, 046136 (2006).

[5] P. Paradisi, P. Allegrini, F. Barbi, S. Bianco and P.

Grigolini, AIP Conf. Proc. 800, 92 (2005); S. Bianco, P.

Grigolini and P. Paradisi., J. Chem. Phys. 123, 174704 (2005);
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Replica approach to glass transition and jammed
states of hard spheres.

G. Parisi

Physics Department, University of Rome “La Sapienza”, Italy.

Hard spheres are ubiquitous in condensed matter: they have

been used as models for liquids, crystals, colloidal systems,

granular, and powders. Packings of hard spheres are of even

wider interest, as they are related to important problems in

information theory, such as digitalization of signals, error cor-

recting codes, and optimization problems. In particular, amor-

phous packings have attracted a lot of interest as theoreti-

cal models for glasses, because for polydisperse colloids and

granular materials the crystalline state is not obtained in ex-

periments for kinetic reasons. I will review here a theory

of amorphous packings, and more generally glassy states, of

hard spheres that is based on the replica method: this the-

ory gives predictions on the structure and thermodynamics of

these states. In dimensions between two and six these predic-

tions can be successfully compared with numerical simulations.

I will also discuss the limit of large dimension where an exact

solution seem to be possible.

The aim of this talk is then to identify a class of amorphous

packings that might be described using of equilibrium statisti-

cal mechanics, that is, in a static framework. These packings

will be defined as the infinite pressure limit of glassy states of

hard spheres: such glassy states, if dense enough, are well de-

fined metastable states with very long life times, and should be

then correctly described by equilibrium statistical mechanics.

I will also to clarify the main assumptions that are beyond

this theory and in particular the relation between our static

computation and the dynamical procedures used to construct

amorphous packings.

[1] M. Mezard and G. Parisi, J. Chem. Phys. 111, 1076 (1999).

[2] G. Parisi and F. Zamponi, J. Chem. Phys. 123, 144501
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[3] G. Parisi and F. Zamponi, J. Stat. Mech.: Theo. Exp.

P03017 (2006).

[4] G. Parisi and F. Zamponi, J. Stat. Phys. 123, 1145 (2006).

[5] G. Parisi and F. Zamponi, Replica approach to glass tran-

sition and jammed states of hard spheres, arXiv:0802.2180

[cond-mat.dis-nn].

Scale invariance and self-averaging in disordered
systems.

G. Parisi1, M. Picco2 and N. Sourlas3

1Dipartimento di Fisica, INFM, SMC and INFN, Università di

Roma La Sapienza, Italy.
2Laboratoire de Physique Théorique et Hautes Energies, Paris,

France.
3Laboratoire de Physique Théorique de l’ Ecole Normale

Supérieure, Paris, France.

We study by large scale numerical simulations the long dis-

tance behaviour of correlation functions in the random field

Ising model (RFIM) in three dimensions and in the random

ferromagnetic Potts models in two dimensions in the disor-

dered phase.

In both cases we find that the correlation length is not self-

averaging near the critical temperature Tc while it is self-

averaging far away from Tc. We find in particular that at

long distances |x− y| >> 1

< σ(x)σ(y) >2 ∼ < σ(x)σ(y) >
2
.

We discuss the implications of this finding.

In field theory, this behaviour can be explained only by the

formation of bound states. It is well known that in most cases

interactions between replicas are attractive and that in two

dimensions even a small attraction produces bound states. In

three dimensions the formation of bound states is not generic

but depends on the strength of the attraction.

We argue that these non perturbative phenomena are at the

origin of the breaking of the perturbative renormalization

group and dimensional reduction for the randon field Ising

model in two and three dimensions.

We expect also the possibility that these non perturbative phe-

nomena invalidate other predictions of perturbative renormal-
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ization group most notably the classifications into universal-

ity classes. According to perturbative renormalization group,

many different distributions of the random fields and several

diluted antiferromagnets in a magnetic field should be in the

same universality class. If this is not correct, it would explain

the strong disagreement between different experiments on the

critical behaviour of those systems.

Phase space embedding method. The hydrided
ZY-4 SEM micrographs evaluation by time series
technique.

V.-P. Pǎun
“Politehnica” University of Bucharest, Faculty of Applied

Sciences, Physics Department I, Bucharest, Romania.

This paper aims to quantitatively characterize the fractal

properties of the “physical objects” surfaces analyzing images

obtained from scanning electron microscopy (SEM). Therefore,

we introduce some efficient algorithms and develop a computer

application most of them based on the time-series method [1].

Then we use the phase space embedding technique to recon-

struct the attractor and to compute the autocorrelation di-

mension. The procedure to analyze a SEM micrograph starts

by loading a bitmap version of the image in our software ap-

plication [2]. The first step in our analysis is to generate the

Weighted Fractal Dimensions Map (WFDM) which reveals the

possible modified structures, according to previous papers [1],

[2] and [3]. The second step is to generate a time (in fact a

spatial) series for a selected area of the image as follows: we

cut the original image in pieces of about 12-16 pixels height; by

putting together all these pieces we obtain a strip. The time

(spatial) series is obtained by computing the average value of

the gray level for each of the columns of pixels within the

strip. The nonlinear analysis of these data series starts with

the reconstruction of the attractor by embedding the series

in a higher dimensional phase space. The Zircaloy-4 tubes

occlude hydrogen during operational service in the presence

of the high-temperature water, used to extract heat from the

CANDU nuclear reactor [4]. The SEM micrographs of the hy-

drided Zircaloy-4 samples surface have been analyzed. The

present study was done on 30 SEM micrographs with modified

areas (with the precipitated hydride). The average value of

the autocorrelation dimension for the modified areas (highly

hydrided zones) is 0.1032.

[1] V.-P. Pǎun, M. Olteanu and A. Marin, Time series anal-

ysis associated to hydrogen effect in hydrided zircaloy-4 SEM

micrographs, Rev. Chim. (Bucureşti) 58, 255, (2007).

[2] M. Olteanu, V.-P. Pǎun and M. Tanase, Fractal Analysis

of Zircaloy-4 Fracture Surface, Rev. Chim. (Bucureşti) 56,

97 (2005).

[3] D. Iordache, S. Pusca, G. Toma, V.-P. Pǎun, A. Sterian

and C. Morarescu, Analysis of compatibility with experimental

data of Fractal descriptions of the fracture parameters, Lect.

Notes Comput. Sc. 3980, 804 (2006).
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in The Tangential Deformation at Failure of the Thin Walled
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Two-dimensional diffusion model for the biopoly-
mers dynamics at nanometer scale.

V.-P. Pǎun
“Politehnica” University of Bucharest, Faculty of Applied

Sciences, Physics Department I, Bucharest, Romania.

In this paper the biopolymer transport dynamics in a 2D lat-

tice model is investigated. The polymers translocation through

a nanometer sized pore, namely nanopore, plays a critical

role in many biological processes. For example the motion

of DNA and RNA molecules across nuclear pores, gene swap-

ping and protein transport through membrane channels involve

the motion of biopolymers across membranes [1]. Brownian

dynamics simulation is the most used molecular method for

the biopolymers transport quantitative evaluation. The move-

ments of particles which follow Brownian motion are described

by Langevin equation. The problem of polymer translocation

through a nanopore in the presence of an external electric force

has been investigated. The polymer chains are modeled as

bead-spring chains of Lennard-Jones (LJ) particles with the Fi-

nite Extension Nonlinear Elastic (FENE) potential. The bead-

to-bead Van der Walls interactions are modeled by a repulsive

LJ potential between all bead pairs. The general dynamics of

each monomer results from the random bombardment of sol-

vent molecules [2]. The polymer transport dynamics in a 2D

lattice model (by focusing on the time of polymer translocation

through a nanometer pore) has been investigated. Obviously

the polymer escaping time is function of the monomers num-

ber. Due to the existence of an external electric field, the first

monomer of polymers is pulled through the nanopore from

cis to trans zone. In the absence of the external field, the

translocation is extremely slow, even impossible. The bigger

the external force resulted from the electric field action, the

highest the probability such that the polymer to translocate

the pore. In particular, we were interested in the effect of su-

perimposed electric field on the polymer translocation time [3].

The dependence of the diffusion process on the stiffness and

the monomers number of the polymer is also considered.

[1] V.-P. Paun, V. Chiroiu, L. Munteanu, Polymer Trans-

port Process through Biological Membranes with Nanomet-

ric Pores, in “Progress in Nanoscience and Nanotechnologies”

Monography, ed. I. Kleps, A.C. Ion and D. Dascalu, (Roma-

nian Academy Press, Bucharest, 2007), p. 267.

[2] V.-P. Paun, Polymer dynamics simulation at nanometer

scale in a 2D diffusion model, Mater. Plast. 44, 393 (2007).

[3] V.-P. Paun, An Estimation of the Polymer Translocation

Time through Membrane, Mater. Plast. 43, 57 (2006).

Tuning the correlation decay of resistance fluctu-
ations in multi-species networks: From power-law
to exponential decay of correlations.

C. Pennetta and E. Alfinito
Dipartimento di Ingegneria dell’Innovazione, Università del

Salento and CNISM, Lecce, Italy.

A new network model is proposed to describe the 1/fα resis-

tance noise of a resistor in non-equilibrium stationary states

for a wide range of α values (0 < α < 2). The network is

made by different species of resistors, distinguished by their

resistances and by their energies associated with thermally ac-

tivated processes of breaking and recovery. The correlation
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behavior of the resistance fluctuations is analyzed as a func-

tion of temperature and applied current, in both the frequency

and time domains. For the noise exponent, the model provides

0 < α < 1 at low currents, in the Ohmic regime at a given

temperature, with α decreasing at higher temperatures, and

1 < α < 2 at high currents in the non-Ohmic regime. Since

the threshold current associated with the onset of nonlinearity

depends also on temperature, the proposed model qualitatively

accounts for the complicate behavior of α versus temperature

and current observed in many experiments [1]. Correspond-

ingly, in the time domain, the auto-correlation function of the

resistance fluctuations displays a variety of behaviors (from a

power-law up to an exponential decay) which are then finely

tuned by the external conditions.

[1] M.B. Weissman, Rev. Mod. Phys. 60, 537, (1988).

[2] C. Pennetta, in Noise and Stochastics in Complex Systems

and Finance,J. Kertész, S. Bornholdt and R. Mantegna (Eds.),

Procs. of SPIE, 6601, 66010K (2007).

[3] C. Pennetta, E. Alfinito and L. Reggiani, Procs. 19-th

ICNF Conf., M. Tacano, Y. Yamamoto and M. Nakao (Eds.),

AIP Procs. No. 2007930186, 431 (2007).

A model of subjective supply-demand: the maxi-
mum Boltzmann/Shannon entropy solution.

E.W. Piotrowski1 and J. S ladkowski2

1Institute of Mathematics, The University of Bia lystok, Poland.
2Institute of Physics, The University of Silesia, Katowice, Poland.

The present authors have put forward a projective invari-

ant model of rational trading (Information Theory Model of

Markets [1]). The expected (mean) value of the time that is

necessary to strike a deal and the profit strongly depend on

the adopted strategy. A frequent trader often prefers maximal

profit intensity to the maximization of profit resulting from

a separate transaction because the gross profit/income is the

correct benchmark. To investigate activities that have differ-

ent periods of duration we define, following the queuing theory,

the profit intensity as a measure of this economic category. In

the above mentioned model, the profit intensity in a repeated

trading has a unique property of of attaining its maximum

at a fixed point regardless of the shape of demand curves [2]

for a wide class of probability distributions of random reverse

transaction (ie closing of the position). These conclusions re-

main valid in the analogous model based on supply analysis.

This type of market games was considered in the research aim-

ing at finding an algorithm that maximizes trader’s profit who

negotiates prices with the Rest of the World (collective oppo-

nent) that posses a definite and objective supply profile. Such

idealization neglects the sometimes important influence of an

individual trader on the demand/supply profile of the Rest

of the World and in extreme cases questions the very idea of

demand/supply profile. Therefore we put forward a trading

model that in which the demand/supply profile of the Rest of

the World induces the (rational) trader to (subjectively) pre-

sume that he/she lacks all knowledge concerning the market

but his/hers average frequency of trade. This point of view

introduces maximum entropy principles into the model and

broadens the range of economics phenomena that can be per-

ceived as a sort of thermodynamical system [3,4]. The profit

intensity has a fixed point with a astonishing connection with

Fibonacci classical works and looking for the quickest algo-

rithm for extremum of a convex function: this function reaches

its maximum when the probability of transaction is given by

the Golden Ratio rule
√

5−1
2

. This condition sets a sharp cri-

terion of validity of the model.
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ited: optimal bets, Europ. Phys. J. B 57, 201 (2007).
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A model of subjective supply-demand: The
minimum Fisher information solution.

E.W. Piotrowski1, J. S ladkowski2 and J. Syska2

1Institute of Mathematics, The University of Bia lystok, Poland.
2Institute of Physics, The University of Silesia, Katowice, Poland.

The present authors have put forward a projective invariant

model of rational trading (Information Theory Model of Mar-

kets [1]) that implies a model for subjective demand/supply

profiles if one considers the closing of a position as a random

process. Such models, although simple and elegant, have sev-

eral drawback from the theoretical point of view. As games,

they do not have any natural “quantum” version. (“Quantiza-

tion” often suggests ways of avoiding paradoxes in game theory

due to absence of limitations of the classical theory of proba-

bility. This approach has interesting consequences in decision

sciences, cf for example papers by E. Haven and A. Yu. Khren-

nikov.) Such a possibility would be welcome because non-

gaussian shape of the of the demand (supply) curve suggests

the existence of Giffen goods [2]. Obstacles in quantization of

such models can be overcome by replacing the maximum Boltz-

mann/Shannon entropy principle with the requirement that

the Fisher information gets its minimum (a discussion on the

connection between the principle of minimum of Fisher infor-

mation and equations of quantum theory can be found in [3]).

In this way a simple method of quantum-like reformulation

game theory models that stem from statistical considerations.

We would like to present the analysis of a subjective variant of

rational repeated trading model [4]. In this model, the trader

gets the maximal profit intensity when the probability of trans-

action is ≈ 0.5853. There is also an interesting phase transition

if this probability falls to 2
π+4

≈ 0.28. We will present a com-

parison with the model based on the Maximum of Entropy

Principle. To the best of our knowledge, this is a analysis that

shows concrete situation in which trader profit optimal value

is in the class of price-negotiating algorithms (strategies) re-

sulting in non-monotonous demand(supply) curves of the Rest

of the World (collective opponent). Our model suggests that

there might be a new class of rational trader strategies that

neglect the supply-demand profile of the market. This class

emerges when one (tries to) minimize the information that

strategies reveal.

[1] E.W. Piotrowski and J. S ladkowski, Geometry of finan-
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Mechanism of polarization freezing in disordered
polar dielectrics.

R. Pirc
J. Stefan Institute, Ljubljana, Slovenia.

Compositionally disordered polar perovskites such as lead

magnesium niobate (PMN) are commonly termed relaxor fer-

roelectrics. In contrast to normal ferroelectrics, where long

range polar order exists below the Curie temperature, relaxor

ferroelectrics are characterized by a broad temperature peak in

the quasistatic dielectric constant and by strong frequency dis-

persion of the complex dielectric permittivity. The character-

istic relaxation time is found to diverge according to the well-

known Vogel-Fulcher (VF) relation τ = τ0 exp[U/k(T − T0)],

where T0 is the VF or freezing temperature (T0 ∼ 215 K in

PMN). It is now well established that the physical proper-

ties of relaxors are associated with the appearance of polar

nanoregions (PNRs) below the so-called Burns temperature

(TB ∼ 700 K in PMN). Neutron scattering experiments indi-

cate that as the temperature is lowered, PNRs increase in size

and reach a volume fraction of ∼ 30% near T0. Here we present

a simple model for the growth of PNRs, assuming a power-law

radial dependence of the polarization cloud associated with

each PNR. The corresponding correlation radius rc is deter-

mined by the thermal fluctuations of the polarizable medium

near the PNR boundary. As the temperature decreases, rc
increases and clusters of PNRs are formed. In analogy to dis-

ordered magnets, the barrier height governing cluster orien-

tation is taken as being proportional to the cluster volume,

which increases until the percolation limit is reached and an

infinite cluster is created. Thus the relaxation time τ is found

to diverge at the percolation threshold [1]. In the framework of

mean field theory of percolation we thus derive an expression

for the temperature dependence of τ , which readily reproduces

the VF relation. A similar mechanism is expected to describe

the relaxation in random magnets, spin glasses, supercooled

organic liquids, and structural glasses.

[1] R. Pirc and R. Blinc, Phys. Rev. B 76, 020101(R) (2007).

Maximal exponential models on Gaussian spaces.

G. Pistone
Dipartimento di Matematica, Politecnico di Torino, Italy.

The structure described by [1] has been extended to the non

parametric case, see e.g [3]. Given any sample space (X,X , µ),

if M> denotes the set of positive densities and M1 denotes

the set of (signed) functions f such that
∫
f dµ = 1, we can

construct Banach manifolds on both M> and M1, modeled

respectively on the Orlicz spaces for the Jung functions Φ(x) =

cosh(x)− 1 and is conjugate Ψ. The affine atlases

q 7→ u = log

(
q

p

)
+D(p‖q) and q 7→ u∗ =

q

p
− 1 ,

p ∈ M>, are used. The functional Kp(u) = log [IEp (eu)] is

analytic and its Hessian at 0 is the Fisher metric at p. The

first atlas defines the exponential manifold ; a maximal chart

co-domain is the maximal exponential model at p, namely

E(p) =
{

eu−Kp(u) · p : u ∈ Sp

}
,

where Sp is the interior of the proper domain of Kp.

The finite state space case does not require any special func-

tional framework but has interesting algebraic features, see e.g.

[3]. The case of an underlying gaussian space prompts for the

use of the relevant Malliavin calculus, see e.g. [2], for the study

and the approximation of the maximal exponential model. The

gaussian Sobolev spaces and the variational computations that

seem to be of interest are discussed.
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Stochastic modeling of imatinib-treated leukemic
cell dynamics.

N. Pizzolato1,2, D. Valenti1,2, D. Persano Adorno1, and
B. Spagnolo1,2

1Dipartimento di Fisica e Tecnologie Relative, Università di

Palermo and CNISM-INFM, Italy.
2Group of Interdisciplinary Physics, Viale delle Scienze, Palermo,

Italy.

Chronic Myeloid Leukemia (CML) is a slowly progressing can-

cer that makes the body produce too many cancerous myeloid

white blood cells. The molecular characteristics of CML is

the presence of the Philadelphia (Ph) chromosome, created by

the reciprocal translocation of the ABL gene on chromosome

9 with the BCR gene on chromosome 22. The fused oncogene

BCR-ABL influences the activity of large protein complexes

that regulate the blood cell growth, producing an increasing

number of immature white cells. All transforming activities of

BCR-ABL mutant depend on its elevated tyrosine kinase ac-

tivity. The introduction of the ABL tyrosine kinase inhibitor

imatinib (Gleevec) for the treatment of CML represents the

first example of a successful targeted therapy. Despite its strik-

ing efficacy, however, the development of resistance to imatinib

is observed in a proportion of patients, especially those with

advanced-stage CML.

Numerous studies on cancer genetics have confirmed the basic

idea that cancer arises when a single cell experiences multiple

mutations, inactivating the tumor suppressor genes (TSGs)

in both alleles [1,2,3]. In the present work, the dynamics of

the cancer progression is studied by modeling the stochastic

evolution of a finite population of replicating cells. In our

model, we consider three types of cells, denoted by 0, 1 and

2, because they contain 0, 1, and 2 mutations, respectively.

Healthy cells (type 0) can experience a genetic mutation and
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transform to first-mutant cells (type 1). This population rep-

resents an intermediate phenotype, in which the first allele of

the TSGs has been inactivated. A second genetic alteration

is simulated to confer the malignant form to the cell and to

generate cancerous clones (type 2). The evolutionary dynam-

ics of this system of cells is described by a Moran process [4],

in which cells reproduce asynchronously and each elementary

step of the stochastic process consists of a birth and a death

event. In this framework, mutations cause an increase of the

net reproductive rate, providing a selective advantage for mu-

tated cells.

Several scenarios of the evolutionary dynamics of imatinib-

treated leukemic cells are described as a consequence of the

efficacy of the different modeled therapies. Under specific con-

ditions, an intrinsic periodicity of the evolutionary dynamics of

malignant cells has been observed. The development of resis-

tance is also investigated, as an induced effect of enhancement

of the mutation rates caused by the therapy itself.

[1] S.H. Moolgavkar and A.G. Knudson, J. Natl. Cancer Inst.

66, 1037 (1981).

[2] A.G. Knudson, Nat. Rev. Cancer 1, 157 (2001).
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(Clarendon Press, Oxford 1962).

The manifold facets of entropic nonadditivity.

A. Plastino and C. Vignat
1IFLP-Facultad de Ciencias Exactas, Universidad Nacional de La

Plata and CONICET, Argentina.
2L.T.H.I., E.P.F.L., Lausanne, Switzerland.

Non-additivity, or non-extensivity, recognizes a multiplicity of

origins and manifold interpretations. The concomitant view-

points arise from quite different perspectives. We can men-

tion, for instance, statistical, geometric, and physical origins.

In this presentation we will survey some of them, with empha-

sis on mathematical aspects. One possible viewpoint refers

to a quite frequent experimental scenario, that in which data

are gathered using a set-up that performs a normalization-

pre-processing. One can show, by means of a suitable rein-

terpretation of recent mathematical results, that the ensuing

normalized input, as recorded by the measurement device, will

always be q-Gaussian distributed if the incoming data exhibit

elliptical symmetry, a rather usual circumstance. This entails a

physical origin, detector-caused, for a non-extensivity feature,

associated to q-Gaussian behaviour. As an example, Gaussian

data (the most common situation) will appear, after normal-

izing, in the guise of q-Gaussian records. Moreover, one may

show that the value of the associated parameter q can be de-

duced from the normalization technique that characterizes the

device. On a different angle, Beck and Cohens have shown that

Superstatistics can be seen to be “statistics” of “canonical-

ensemble statistics”, where the pertinent mixing parameter is

the temperature. In analogy, one can derive similar arguments

based upon the micro-canonical ensemble. The mixing param-

eter is then not the temperature but the non-extensivity index

q associated with the non-additive Tsallis’ entropy. In still an-

other vein, interesting geometric properties of the maximum

entropy Tsallis-distributions under energy constraint can be

mentioned. For instance, in the case q > 1, these distribu-

tions can be proved to be marginals of uniform distributions

on the sphere. In the case q < 1, they can be constructed

by projecting uniform distributions on the sphere in cylinder-

type shapes. As such, these distributions reveal the relevance

of using Tsallis distributions for at the micro-canonical level.

Brachistochrone evolution, entanglement and
quantum statistics.

A.R. Plastino

University of Pretoria, South Africa and National University La

Plata, Argentina.

The quantum evolution |ψ(t)〉 of a physical system between

initial and final (pure) states |ψi〉 = |ψ(t = 0)〉 and |ψf 〉 =

|ψ(t = τ)〉 such that 〈ψi|ψf 〉 = 0 and 〈ψi|ψ(t)〉 6= 0 for

0 ≤ t < τ is of particular interest. Such a quantum evolu-

tion, connecting a final state perfectly distinguishable from the

initial one, can be construed as an elementary information pro-

cessing step. The associated time τ measures, basically, how

long one has to wait to “see something happening”. It consti-

tutes a natural indicator of the “speed” of quantum evolution

and provides a valuable tool for estimating the fundamental

limits that basic physical laws impose on how fast informa-

tion can be processed or transmitted. It has been recently

pointed out that there is an interesting connection between

quantum entanglement an the aforementioned way of measur-

ing how fast quantum evolution proceeds [1]. This connection

can be studied from two complementary points of view. On

the one hand, one can consider the minimum time required

for a system governed by a given Hamiltonian to reach a state

orthogonal to a prescribed initial state. On the other hand, we

can consider the quantum brachistochrone evolution (that is,

the quantum evolution requiring the minimum time under an

appropriate energy constraint) connecting two prescribed or-

thogonal states, the Hamiltonian being (partially) determined

by the optimization problem itself. In the case of composite

quantum systems with distinguishable sub-systems quantum

brachistochrone evolutions cannot be implemented without en-

tanglement, excepting trivial cases in which only one of the

subsystems evolves [2]. In the present contribution we explore

the connection between entanglement and time-optimal quan-

tum evolution for systems of identical particles, elucidating

its dependence on the type of statistics obeyed by the parti-

cles. We show that, both for bosons and for fermions, typical

brachistochrone evolutions involve a considerable amount of

entanglement.

[1] V. Giovannetti, S. Lloyd and L. Maccone, Europhys. Lett.
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Generalized central limit theorem behavior
and nonergodic anomalous dynamics in quasi-
stationary states of long-range interacting
systems.

A. Pluchino, G. Miritello and A. Rapisarda

Department of Physics and Astronomy, University of Catania,

Italy.

Recently there has been an increasing interest in generaliza-
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tions of the Central Limit Theorem (CLT) [1] and on their

possible (strict or numerically approximate) application to sys-

tems with long-range correlations [2] or systems at the edge-

of-chaos [3], that is nonlinear dynamical systems whose maxi-

mal Lyapunov exponent tends to vanish in the thermodynamic

limit (increasingly large systems) or is exactly zero, hindering

in this way mixing and consequently the application of stan-

dard statistical mechanics. Furthermore a possible applica-

tion of nonextensive statistical mechanics has been advocated

in these cases. Along this line we will discuss in the present

paper a detailed study of a paradigmatic toy model for long-

range interacting Hamiltonian systems, i.e. the Hamiltonian

Mean Field (HMF) model which has been intensively studied

in the last years. We will discuss molecular dynamics numer-

ical results for the HMF model showing three kinds of quasi-

stationary states (QSS), starting from the same water-bag ini-

tial condition with unitary magnetization. The CLT behavior

is influenced by the different microscopic dynamics observed in

the three classes of QSS. In general, averaging over the three

classes can be misleading. Indeed, the frequency of appear-

ance of each of these classes depends on the size of the system

under investigation, and there is no clear evidence that a pre-

dominant class exists. Finally we will also address the similar-

ities between the anomalous and nonergodic dynamics of the

Hamiltonian Mean Field and that of the Kuramoto model [4],

a dissipative model of fully coupled rotators which has been in-

tensively investigated with regards to synchronization. Also in

this case we will particularly focus our attention on the gener-

alized CLT and nonextensive statistical mechanics applications

[5].
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Modules recognition in complex networks by dy-
namical clustering algorithms based on different
oscillators systems.

A. Pluchino, V. Latora and A. Rapisarda

Department of Physics and Astronomy, University of Catania,

Italy.

We recently introduced an efficient method for detection and

identification of modules in complex networks. For practical

purposes, modules can be roughly defined as subsets of net-

work nodes within which the connections are dense, but be-

tween which they are sparse. In the last years many efficient

heuristic methods have been proposed to investigate the pres-

ence of these structures in complex networks, and their perfor-

mances have been tested on both real and computer generated

networks with a known subdivision in different communities.

We present a dynamical clustering (DC) algorithm for modules

identification based on the de-synchronization properties of a

given dynamical system associated to the network. The dy-

namics of a network of N coupled oscillators can be described

by

ẋi = F(xi)−
σ∑

j∈Ki
lαij

∑
j∈Ki

lαijH[xi − xj ] i = 1, . . . , N,

where F(x) governs the dynamics of each individual oscillator,

H(x) is a vectorial function, σ is the overall coupling strength

and α is a real tunable parameter. Ki is the set of neighbors

of node ith.

The main ingredient of our algorithm is the load lij of the link

connecting nodes i and j, which is quantified by the so called

edge betweenness, i.e. the number of shortest paths that are

making use of that link. The key idea is that, if the system

starts in a perfectly synchronized state at α = 0 (for a given

value of the coupling σ) and α is let to slowly decrease in time

from 0 to −∞, the links with the higher load will be weighted

less and less with respect to the other links, thus inducing

a progressive desynchronization (dynamical clustering) of the

system in a hierarchy of clusters of oscillators corresponding

to different configurations of modules for the network consid-

ered. In order to select which one of these configurations is

the best one as a function of α(t), we look to local or global

maxima of the modularity Q, a quantity that simply com-

pares the fraction of edges within nc arbitrary communities

(intra-community links) of a given network with the expected

fraction of such edges in a random network, which does not

exhibits community structures.

We implement our dynamical clustering algorithm on sev-

eral dynamical systems F(xi), such as Rössler, Kuramoto and

the so called Opinion Changing Rate model, and we perform

tests on both computer generated networks and real networks,

whose modular structure were already known. The algorithm

attains a high level of precision, which strictly depends on the

choice of the oscillators system adopted. The results indicate

that the global performance and the computational effort of

the algorithm - O(KN) on a generic graph with N nodes and

K links - is very competitive if compared with the best meth-

ods existing on the market.
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Topology properties of written human language.

T.B. Progulova and B.R. Gadjiev

International University for Nature, Society and Man, Dubna,

Russia.

Written human language is one of the most important exam-

ples of self-organization systems. Fundamental distributions

of statistical mechanics for complex systems are derived from

general principles; therefore, based on their grounds, the topol-

ogy description of the word network is of considerable interest.

We use extended model Barabasi [1] when rewired process is

absent and show that degree distribution for corresponding

networks is Tsallis distribution in the form P (k) = 1
Z

(1− (1−

q)βk)
1

1−q , where Z =
∑

k(1 − (1 − q)βk)
1

1−q [2]. We offer

an analysis of the novel “The Sound and the Fury” by W.

Faulkner in English and in Russian, and show that the degree

distributions of the relevant word networks are described with

the Tsallis distribution.

Finite chains in the graph terms correspond to separate sen-

tences in our representation of the word network. At the net-

work evolution, these finite chains intersect in the vertices that

correspond to general words. As a result, a network is formed

that is a multigraph.

Our special interest in the novel “The Sound and the Fury” by

W. Faulkner was the fact that its four parts correspond to four

types of perception; however, they are induced by the same

events. Therefore, we have analyzed the corresponding parts

of the novel and substantively constructed word networks that

correspond to various types of perception. The first network

(B) corresponds to the infant, pre-logic, sensuous perception

of Benjamin, the second network (Q) corresponds to the ado-

lescent broken perception of Quentin, the third one (J) – to

the adult, pragmatic, unimaginative perception of Jason and

the fourth network (A) corresponds to the wider and more in-

dependent perception of the author-observer. Besides, we have

analyzed the word network (W) that corresponds to the novel

on the whole.

We have constructed degree distributions for each of the rel-

evant word networks and defined the value of the nonexten-

sivity parameter q with the maximum likelihood method. For

the novel text in English qB = 1.57; qQ = 1.49; qJ = 1.53;

qA = 1.47; qW = 1.54, and for the translation into Russian

qB = 1.50; qQ = 1.42; qJ = 1.46; qA = 1.40; qW = 1.47.

Therefore if the translation of the novel is regarded as map-

ping, the nonextensivity parameters ordering qB > qW > qJ >

qQ > qA is an invariant of this mapping. We result examples

of word networks for which the accelerated growth is not char-

acteristic.
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Nonlinear kinetics on lattice with long-range
diffusion.

A. Provata
Institute of Physical Chemistry National Center for Scientific

Research “Demokritos”, Athens, Greece.

In the current study we explore the influence of long (but

finite) range diffusion on the kinetics of non-linear systems re-

alised on low dimensional lattice supports. In particular we

choose to study minimalistic reactive schemes which are lat-

tice compatible and which correspond to conservative dynami-

cal systems, demonstrating ”center” behavior at the mean field

level. The realisation of these conservative dynamical systems

on low dimensional supports is performed using Kinetic Monte

Carlo (KMC) simulations on square lattices. Each lattice site

can be found in different states corresponding to the occupying

species participating in the reactive scheme, while the lattice

also contains empty sites.

The restriction of the dynamics on the support has revealed

a number of unexpected features. In the absence of diffusion

these systems exhibit only local oscillations, which vanish in

the limit of large system sizes. In other terms, the system di-

vides itself into local oscillators, each of which demonstrates

its own phase. The phases of the different oscillators have a

random distribution and thus for large systems the oscillations

are averaged out.

When diffusion is added to these KMC systems the above pic-

ture changes drastically. Diffusion is introduced as state ex-

change between two distant, randomly selected lattice sites and

takes place with a probability p relative to reaction. When the

range of the diffusion l is small ( the particles diffuse in their

immediate neibhourhood) still local oscillators persist while

global oscillations vanish. When the range of diffusion l in-

creases then synchronization of the local oscillators takes place.

Namely, above a critical (reaction/diffusion) rate pc a Hopf-like

bifurcation appears and the system synchronises into a global

periodic attractor of limit cycle type. Below pc the system

follows the p = 0 behavior and presents only local oscillations,

which vanish when the system size tends to infinity. The crit-

ical point pc is shown to depend on the kinetic parameters.

In the absence of diffusion clustering of the various species

takes place on lattice due to the cooperative nature of the reac-

tions. When diffusion is introduced with distant sites then the

clusters brake and a global regime is established. For p < pc

the clusters are disturbed only locally by the diffusiong parti-

cles, while for p > pc the clusters are totally destroyed giving

rise to a statistically homogeneous state. The same is true for

all other local phenomena on the lattice, such as the fractal

morphology of the clusters, and the spiral patterns and stripes

which appear depending on the initial conditions.
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Multifractal and non-extensive analysis of mag-
netic confined plasma turbulence.

M. Rajković1 and M. Škorić2

1Institute of Nuclear Sciences Vinča, Belgrade, Serbia.
2National Institute for Furion Studies, Toki, Gifu, Japan.

Plasma edge turbulence, known for a long time to be inter-

mittent in the scrape-off layer , is in focus of intense current

research efforts aimed to understanding plasma confinement

and dynamics of turbulent transport in magnetic fusion devices

which represent important issues related to the control of con-

fined plasma. Turbulence studies of the scrape-off layer (SOL)

have revealed that intermittency in this region is caused by

large-scale coherent structures with high radial velocity desig-

nated as blobs (or avaloids). A natural route for understanding

turbulence and intermittency in the edge region of confinement

devices and related transport properties is to search for uni-

versal properties and differences between dynamics of different

systems and regimes. Existence of long-range correlations, no-

ticed in several magnetic confinement devices, suggested that

scaling models with a single parameter are appropriate at large

temporal scales but at small scales, characteristic for intermit-

tency, more parameters are needed. As a consequence, a need

for multifractal analysis was recognized recently. We present

a multifractal analysis based on the local wavelet analysis and

the use of Large Deviation spectra.

In plasma turbulence due to specific nature of nonlinearities,

turbulence is created and damped at the same spatial position

where measurements are taken so that spatial and temporal

informations are interwoven and it is very difficult to quantify

energy dissipation in contrast to the neutral fluid turbulence.

Using experimental data consisting of the ion saturation cur-

rent fluctuations (essentially density fluctuations) we construct

the quantity corresponding to the surrogate dissipation used in

neutral fluid turbulence. The criterion we implement is that

the scaling of two-point correlation function of L-mode (low

confinement mode) fluctuations would yield an intermittency

exponent as close to the value for neutral fluid turbulence, as

possible. As shown in [1] L-mode intermittent fluctuations are

very similar in their fractal and multifractal aspects to the

neutral fluid intermittency. The following measure

ε = c ·

(∣∣∣n dn
dt

∣∣∣− 〈∣∣∣n dn
dt

∣∣∣〉)2〈(∣∣∣n dn
dt

∣∣∣− 〈∣∣∣n dn
dt

∣∣∣〉)2
〉 ,

was chosen for multifractal analysis. Based on the above ex-

pression we define a stochastic variable measuring the energy

transfer rate (εn/εn−1) between coherent structures. The ob-

tained stochastic variable follows the Tsallis-type distribution

with the entropy index q. The model of Arimitsu and Arim-

itsu [2], utilizing two distinct Tsallis-type MaxEnt distribu-

tions (one for the tail part of the PDF and the other for the

center part), is then applied to the analysis of the PDFs of

plasma edge turbulence in the Mega Amper Spherical Toka-

mak (MAST). It is shown that this model is of great accuracy

for the edge plasma turbulence and we discuss the implications

of the results for the understanding of plasma intermittency

and formation of edge localized modes.
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Simplicial complexes from networks: static and
dynamic aspects.

M. Rajković, S. Maletić and D. Vasiljević

Institute of Nuclear Sciences Vinča, Belgrade, Serbia.

Our approach is to encode a network (nodes and links) into

a simplicial complex and in the first part of the exposition we

present static properties of these complexes. Simplicial com-

plexes may be constructed from directed graphs (digraphs) in

several different ways. Here we only mention the so called

neighborhood complex N (G) constructed from the graph G,

with vertices {v1, ..., vn}. For each vertex v of G there is a

simplex containing the vertex v, along with all vertices w cor-

responding to directed edges v → w. In such a way we obtain

a complex structure which could be considered from three dif-

ferent aspects:

1. a combinatorial model of a topological space

2. a combinatorial object

3. an algebraic model

The versatility of such an approach enables construction of

various topological and algebraic invariants whose statistical

properties reveal higher levels of connectedness of networks.

Consequently, the invariants of simplicial complexes may be

defined based on their different aspects and each one of them

provides completely different measures of the complex and,

by extension, of the graph from which the complex was con-

structed. In the first case (topological aspect) various topo-

logical measures may be associated such as homotopy and ho-

mology groups. Some topological properties of networks may

be distinct even if they have the same degree distribution and

we show examples of such properties. In the second case (com-

binatorial aspect) several combinatorial invariants may be de-

fined and numerically evaluated. Besides the dimension of the

complex, an invariant is the so called Q-vector (first structure

vector) whose i-th component is equal to the number of i-

connectivity classes. Also, an invariant is the f -vector (second

structure vector) whose i-th component is equal to the number

of i-dimensional simplices in the complex. Additional useful

measures such as eccentricity, vertex significance and others

are constructed in order to extract information from various

aspects of connected structures. In the third case (algebraic

aspect) an important invariants are the Betti numbers which,

in a simplified description, allow measurement either of the

number of holes (simplices representing holes) of various di-

mensions present in a simplicial complex, or equivalently, the

number of times the simplex loops back upon itself.

We study the invariants corresponding to all three aspects

for the well known types of networks such as random, scale-

free, small world etc [1]. In the case of scale-free networks

we show that invariants including the Betti numbers follow

the q-exponential distribution and we discuss how interplay of

topological, combinatorial and algebraic factors leads to such

distribution.

In the second part of the exposition, the construction of sim-

plicial complexes from graphs is extended to include dynami-

cal changes the network (simplicial complex) may experience.

We present new topological methods and a branch of topol-

ogy called persistence homology [2], which enables updating

(instead of complete calculation) of various invariant measures

due to dynamical changes of the network.

Finally we show some applications to social networks and gene-

regulatory networks.
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Systems with negative specific heat in thermal
contact: violation of the zeroth law.

A. Ramírez-Hernández, H. Larralde and F. Leyvraz

Instituto de Ciencias F́isicas, Universidad Nacional Autónoma de

México, Morelos, México.

In recent years, the study of Small systems and systems with

long range interactions has suggested that these kind of sys-

tems can show inequivalence between the canonical and mi-

crocanonical ensembles. In particular, it is possible that the

specific heat can be negative in the microcanonical ensemble,

which is always positive in the canonical ensemble. In spite of

this, the behaviour of systems with negative specific heat in

thermal contact has not been extensively studied.

We show that systems with negative specific heat in thermal

contact can violate the zeroth law of thermodynamics, which is

among the most fundamental assumptions concerning macro-

scopic systems in equilibrium. Since systems with negative

specific heat are thermodynamically unstable when they are

thermally coupled to the surrounding medium, anomalous be-

haviour is surely to be expected when such systems interact.

However, it is not obvious that this will cause violations of

the zeroth law. The reason is that when we test the zeroth

law, heat exchange is always allowed, thus the restriction on

fixed energy which characterizes the microcanonical ensemble

is lifted and we might think that this leads to a canonical-like

case, in which the specific heat is always positive.

By numerical simulations and by using exact expressions for

free energy and microcanonical entropy for a modified Hamilto-

nian Mean Field (HMF) model, we show that when two identi-

cal systems with the same intensive parameters but with nega-

tive specific heat are thermally coupled, they undergo a process

that leads to an irreversible change in the intensive parameters

of the subsystems. This indicates that the equality of the in-

tensive variables is not enough to ensure that both systems are

in stable equilibrium with one another, in violation of the ze-

roth law. We corroborate our results using two different kinds

of couplings between the HMF systems. We confirm that our

results hold also for the Ising model with long and short-range

interactions, which also has a parameter region with negative

specific heat in the microcanonical ensemble. Further, we show

that no change is induced via coupling to a sufficiently small

system (that will work as a thermometer). Therefore, we show

an instance of violation of the zeroth law of thermodynamics.
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Composite CDMA - A statistical mechanics
analysis.

J. Raymond and D. Saad
Aston University, Neural Computing Research Group (NCRG),

Birmingham, UK.

Code Division Multiple Access (CDMA) is a method that

facilitates multi-user communication by spreading user trans-

missions over some bandwidth using robust channel codes; it

is currently employed in wireless internet and mobile phones.

Methods of statistical physics are useful in the study of CDMA

due to the random nature of the interference and channel cod-

ing methods [1]. In a dense code ensemble each user trans-

mits on the whole bandwidth, while in a sparse code ensemble

each user transmits on only a small part, but at higher power.

A random element may be introduced in the modulation se-

quences and access patterns. The performance of sparse [2]

and dense [1] random codes is near optimal, with each having

benefits in different channel conditions. This study consid-

ers the performance of a composite code ensemble with each

user’s code being a mixture of sparse and dense modulation

sequences. This diversity may be used to hedge bets in terms

of channel conditions, hamper malicious interference or opti-

mise decoder performance.

We consider a model with transmission by phase shift key-

ing on a single bit interval, in a channel with additive white

Gaussian noise. For a class of Bayes decoders we determine

the optimal decoding properties by the replica method under

the replica symmetric assumption. This involves simultane-

ous application of methods developed for sparse and dense

random systems [3]. We demonstrate the effect of diversity

on the dense and sparse solutions in regimes where solutions

are unique, and in the regimes of metastability. The analysis

demonstrates that the optimal performance interpolates the

results for the two unmixed extremes in such a way that the

Bit Error Rate (BER) remains near optimal. In the metastable

regime, dynamical effects may allow composite codes to out-

perform either extreme in terms of decoding BER. We compare

results to finite size realisations of the model, implementing

composite belief propagation decoding methods [4].
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Non Equilibrium thermodynamics and entropy
generation of ferrites and ferrite-polymer com-
posite materials under electromagnetic field
applied.

A.C. Razzitte, S. Boggi and W.G. Fano
Facultad de Ingenieŕıa, Universidad de Buenos Aires, Argentina.

Macroscopic theory of irreversible processes can deal with a

number of problems concerning irreversible processes in sys-
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tems of which some components carry electrical charges. In

the framework of thermodynamics of irreversible processes the

conservation laws of mass, momentum and energy are set up

for systems of which the properties are continuous functions

of time and space co-ordinates. The analysis is for the en-

tropy of materials that have average polarizations P and M

which are subjected to electromagnetic driving. The analysis

will develop equations in time and frequency domain. The en-

tropy law and the entropy balance equation is derived which

contains a source term, the entropy production, which char-

acterize the irreversibility due to the dielectric and magnetic

polarization, because the system is driven by hight frequency

fields, so it is not in equilibrium. The net entropy will in-

crease due to the tendency to relax from a non-equilibrium

state to an equilibrium state. We consider a system subjected

to applied electromagnetic fields E and H at temperature T.

For non equilibrium systems, the entropy can change even if

it is thermally isolated, due to internal relaxation. In the sys-

tems under our analysis the complex part of the magnetic per-

meability and the complex part of the dielectric permittivity

play a fundamental role, because the entropy production are

associated to these terms throughout the flow of electromag-

netic energy dissipation. In the present paper the numerical

treatment of the magnetic and dielectric loss of different fer-

rites and ferrite-composite materials is investigated and the

entropy production is calculated taking into account the mag-

netic and dielectric response in frequency of the systems under

analysis. For the numerical simulation of the behavior of the

entropy production due to the magnetic relaxation we use a

recent published causality model [1]. For the dielectric relax-

ation the well known Jonscher model are used [2]. The entropy

is related to the energy dissipated by the driving fields and in-

ternal relaxation, this change in entropy must be related to

the stored energy, electrical impedance, permittivity and per-

meability. The spectral entropy for a system at constant tem-

perature can be calculated, assuming eiwttime dependence for

∆S(ω)=∆S’(ω)-i∆S”(ω) [5]. We discuss the behavior of the

entropy plot as a function of frequency Following the develop-

ment of Landau and Lifshitz [3] and S.R de Groot and P.Mazur

[4], we could consider that the entropy production for a system

with homogeneous density in which no viscous flows, thermal

conduction or diffusion occurs.

Then we correlate the results with the Boltzmann H-theorem

for the statistical analysis.

[1] W.G. Fano, S. Boggi and A.C. Razzitte, Causality study

and numerical response of the magnetic permeability as a func-

tion of the frequency of ferrites using KramersKronig rela-

tions, Physica B 403, 526 (2008).

[2] A.K. Jonscher, The Universal Dielectric Response, Nature

267, 673 (1977).

[3] L.D. Landau and E. Lifchitz, Electrodynamique des Milieux

Continus, (Editions MIR, Moscou, 1969).

[4] S.R. De Groot and P. Mazur, Non-Equilibrium Thermody-

namics, (Dover Publications Inc., New York, 1984).

[5] J. Baker-Jarvis, Time-dependent entropy evolution in mi-

croscopic and macroscopic electromagnetic relaxation, Phys.

Rev. E 72, 066613 (2005).

Plasmonic noise in nanometric semiconductor
layers.

L. Reggiani and J.-F. Millithaler
Dipartimento di Ingegneria dellInnovazione and CNISM Univer-

sità del Salento, Lecce, Italy.

Generation and detection of electromagnetic radiation in the

TeraHertz (THz) domain is a subject in fast development

because of its potential applications in different branches of

advanced technologies, such as broad-band communications,

high-resolution spectroscopy etc [1, 2]. As a consequence, the

realization of solid-state devices operating in the THz domain

at room-temperature and with compact, powerful, and tunable

characteristics is a mandatory issue. To this purpose, one of

the most promising strategies lies in the plasmonic approach.

In this talk we will report a recent theoretical investigation on

the plasma frequency associated with voltage fluctuations in an

n-type InGaAs layer of nanometric thickness W in the range

1÷100nm and variable length L in the range 0.01÷10µm em-

bedded in a dielectric medium operating at room temperature.

Theoretical calculations are carried out by using an ensemble

Monte Carlo simulation self-consistently coupled with a two

dimensional (2D) Poisson solver and in the presence of an ex-

ternal applied voltage. At low applied voltages, the system

exhibits an Ohmic behaviour of the current voltage charac-

teristics. Here, for W ≥ 100nm and carrier concentrations

of 1016 ÷ 1018 cm−3 the results are in good agreement with

the standard three dimensional (3D) expression of the plasma

frequency. For W ≤ 10nm the results exhibit a plasma fre-

quency that depends on the length of the layer, thus implying

that the oscillation mode is dispersive. The corresponding fre-

quency values are in good agreement with the 2D expression of

the plasma frequency obtained for a collisionless regime within

the in-plane approximation for the self-consistent electric field

[3]. Furthermore, the simulations evidence a region of cross-

over between the 2D and 3D behaviors of the plasma frequency

for W > 10nm. At high applied voltages, the system exhibits

a saturation behavior of the current. Here, the presence of

negative differential mobility conditions leads to a suppression

of the plasma oscillations in favour of the onset of current os-

cillations associated with the electrical instability driven by

the presence of a negative differential mobility. Under these

conditions the increase of voltage fluctuations plays the role of

a precursor for the onset of instability conditions.

[1] D. Mittleman, M. Gupta, R. Neelamani, J. Baraniuk, R.

Rudd and M. Koch, Appl. Phys. B 68, 1085 (1999).

[2] D.L. Wollard, E.R. Brown, M. Pepper and M. Kemp, Proc.

IEEE 93, 1722 (2005).

[3] M. Dyakonov and M.S. Shur, Appl. Phys. Lett. 87, 111501

(2005).

Thermodynamics of alternating spin chains.

G.A.P. Ribeiro and A. Klümper
Bergische Universität Wuppertal, Germany.

We consider integrable quantum spin chains with alternating

spins (S1, S2) [1]. We derive a finite set of non-linear integral

equations for the thermodynamics of these models by use of

the quantum transfer matrix approach. By means of the quan-

tum transfer matrix approach, a finite set of non-linear inte-

gral equations can be derived exploiting analyticity properties
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of the quantum transfer matrix. These equations have been

shown to be successful in the description of thermodynamical

properties in the complete temperature range for many impor-

tant models like Heisenberg model [2] and its spin-S general-

ization [3], the t− J model [4], Hubbard model [5].

Nevertheless, the standard construction of the quantum trans-

fer matrix assumes models with isomorphic auxiliary and quan-

tum spaces. Here we are concerned with extensions to more

general models with non-isomorphic auxiliary and quantum

spaces. Important examples of such systems are mixed spin

chains.

Using some symmetry properties of our operators, we have

been able to formulate the quantum transfer matrix approach

to the case of alternating spin chains. Subsequently, we have

solved numerically these non-linear integral equations for many

different cases and thus provided a description of the ther-

modynamics of the alternating spin chains. We obtained so-

lutions for quantities like free energy, entropy, specific heat,

magnetization and magnetic susceptibility for the complete

range of temperature. At low temperatures one class of mod-

els (S1 < S2) shows finite magnetization and the other class

(S1 ≥ S2) presents antiferromagnetic behaviour. Quite gener-

ally, we observe residual entropy for S1 6= S2.

In addition, we have obtained the thermal Drude weight for the

case of homogeneous spin chain (S1 = S2 = S). This quantity

describes the thermal conductivity at zero frequency. At low

temperature, the thermal Drude weight is linear in tempera-

ture. From the low temperature asymptotic behaviour, it has

also been obtained that the thermal Drude weight is propor-

tional to the central charge c = 3S
S+1

of the system.

[1] G.A.P. Ribeiro, A. Klümper, Thermodynamics

of antiferromagnetic alternating spin chains, Nucl.
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[4] G. Jüttner and A. Klümper, Europhys. Lett. 37, 335

(1997).
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Directed abelian algebras and their applications
to stochastic models.

V. Rittenberg

Physikalisches Institut, Bonn University, Germany.

To each directed acyclic graph (this includes some D-

dimensional lattices) one can associate some abelian algebras

that we call directed abelian algebras (DAA) [1]. On each site

of the graph one attaches a generator of the algebra. These

algebras depend on several parameters, are semisimple and in

general have only one trivial ideal. Using any DAA one can

define a family of Hamiltonians which give the continuous time

evolution of a stochastic process. The calculation of the spectra

and groundstate wave functions (stationary states probability

distributions) is an easy algebraic exercise.

If one considers D-dimensional lattices and choose Hamilto-

nians linear in the generators, in the finite-size scaling the

Hamiltonian spectra a gapless with a critical dynamic expo-

nent z = D.

One possible application of the DAA is to sandpile models.

We present this application in the present paper consider-

ing one and two dimensional lattices. In the one dimen-

sional case, when the DAA conserves the number of parti-

cles, the avalanches belong to the “random walker” universal-

ity class [2]. We study the local density of particles inside large

avalanches showing a depletion of particles at the source of the

avalanche and an enrichment at its end.

[1] F.C. Alacaraz and V. Rittenberg, to be published.

[2] S. Maslov and Y.-C. Zhang, Phys. Rev. Lett. 75, 1550

(1995).

Definitive answer on the occurrence of a q-
deformed statistical-mechanical structure for the
dynamics at the Feigenbaum attractor.

A. Robledo1 and L.G. Moyano2

1Instituto de F́ısica, Universidad Nacional Autónoma de México.
2Departamento de Matemáticas and Grupo Interdisciplinar de

Sistemas Complejos, Universidad Carlos III de Madrid, Spain.

We show that the dynamics towards [1] and within [2-

3] the Feigenbaum attractor combine to form a q-deformed

statistical-mechanical construction. The rate at which ensem-

ble trajectories converge to the attractor (and to the repellor)

is described by a q-entropy obtained from a partition func-

tion generated by summing distances between neighboring po-

sitions of the attractor [1]. The values of the q-indexes involved

are given by the unimodal map universal constants, while the

thermodynamic structure is closely related to that formerly

developed for multifractals. As an essential component in our

demonstration we expose, at a previously unknown level of de-

tail, the features of the dynamics of trajectories that either

evolve towards the Feigenbaum attractor or are captured by

its matching repellor. The dynamical properties of the family

of periodic superstable cycles in unimodal maps are seen to

be key ingredients for the comprehension of the discrete scale

invariance features present at the period-doubling transition

to chaos. Elements in our analysis are the following: i) The

preimages of the attractor and repellor of each of the super-

cycles appear entrenched into a fractal hierarchical structure

of increasing complexity as period doubling develops. ii) The

limiting form of this rank structure results in an infinite num-

ber of families of well-defined phase-space gaps in the positions

of the Feigenbaum attractor or in the repellor. iii) The gaps

in each of these families can be ordered with decreasing width

in accord to power laws and are seen to appear sequentially

in the dynamics generated by uniform distributions of initial

conditions. iv) The power law with log-periodic modulation

associated to the rate of approach of trajectories towards the

attractor (and to the repellor) is explained in terms of the pro-

gression of gap formation. v) The relationship between the law

of rate of convergence to the attractor and the inexhaustible

hierarchy feature of the preimage structure is elucidated. vi)

A “mean field” evaluation of the atypical partition function,

a thermodynamic interpretation of the time evolution process,

and a crossover to ordinary exponential statistics is given. We

make clear the dynamical origin of the anomalous thermody-

namic framework existing at the Feigenbaum attractor.

[1] A. Robledo and L.G. Moyano, Phys. Rev. E 77, 036213

(2008).

[2] E. Mayoral and A. Robledo, Phys. Rev. E 72, 026029
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Distribution functions for charged particles
interacting, elastically and/or inelastically, with
medium and subjected to an electric field.

A. Rossani

INFM, Dipartimento di Fisica, Politecnico di Torino, Italy.

The linear Boltzmann equation for inelastic scattering is

here applied in the study of the distribution functions of

charged particles subjected to an external electric field in a

host medium of two-level atoms. Connections with the trans-

port of electrons in a crystal are pointed out. After a study of

the collision integral we construct its Fokker-Planck approxi-

mation. In the presence of both inelastic and elastic collisions

we derive the distribution function for both hard sphere and

Maxwell interaction laws. Garibotti and Spiga developed a

formalism for the introduction of inelastic interactions in the

linear Boltzmann equation. Field particles (FP) endowed with

two levels of internal energy and test and test particles (TP)

are considered. A connection will be shown with the case elec-

trons and phonons of a crystal lattice.

In this paper our aim is

(1) to study the properties of the collision integral of such

equation

(2) to point out the connections to transport of electrons in-

teracting with a phonon background

(3) to construct, under suitable assumptions, a Fokker-Planck

approximation susceptible of analytic solutions

Through the FP (mass M), TP (mass m << M charge Q)

diffuse in the presence of an external electric field E. The TP

are supposed to interact with FP according to the following

scheme

TP + FP1 
 TP + FP2 ,

where 1 and 2 mean fundamental and excited state, respec-

tively. The number density of TP is considered much lower

than the one of FP: N so that the medium can be modelled

as a fixed background in thermodynamical equilibrium at the

temperature T. Since M is much larger than m, the distribu-

tion function Fk for TPk can be approximated as follows

Fk(v) = Nk δ(v) .

[1] A. Rossani, Riv. Mat. Univ. Parma 6, 35 (1997).

[2] H. Holt, R.E. Haskell, Foundations of plasma dynamics,

(Macmillan New York, 1965).

Nonextensivity at the edge of chaos of a new
universality class of one-dimensional unimodal
dissipative maps.

G. Ruiz1,2 and C. Tsallis2

1Centro Brasiléno de Pesquisas Fisicas, Rio de Janeiro, Brasil.
2EUIT Aeronáuticos, UPM, Madrid, Spain.

We introduce a new universality class of one-dimensional uni-

modal dissipative maps. The new family, from now on referred

to as the logarithmic map, corresponds to a natural generaliza-

tion of the z-logistic map [1]. The logarithmic map exhibits the

opposite behaviour of the exponential map, as it characterizes

a smaller degree of flatness. This characterization minimizes

some inherent numerical problems related to the finite preci-

sion of the involved parameters. Such problems are ubiquitous

in the study of chaos threshold and have been recently under-

stood in the study of the logistic map [2] and the exponential

map [3].

It has been recently shown that the time-average attractor at

the edge of chaos of the z-logistic map is numerically consistent

with a q-Gaussian. The q-Gaussian is the distribution which,

under appropriate constraints, optimizes the nonadditive en-

tropy Sq . We are interested in clarifying if the new class of

map represents a new class of universality with regard to the

q-Gaussian attractor distributions.

We are also interested in understanding the entropy production

per unit time on the new unimodal dissipative map, both for

strong (Lyapunov exponent λ > 0) and weak (λ = 0) chaotic

cases. All these results are expected to contribute to the cor-

rect interpretation of various experimental results in dissipa-

tive dynamical complex systems (e.g., [4]). The q-sensitivity

indices should be obtained as well, and we expect them to

differ from those of the z-logistic family.

[1] G.F.J. Ananos and C. Tsallis, Phys. Rev. Lett. 93, 020601

(2004).
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Effects of quantum dot characteristics on the
electronic spin-subbands states entanglement.

R. Safaiee, N. Foroozani and M.M. Golshan

Department of Physics, College of Sciences, Shiraz
University, Iran.

Quantum entanglement, how it is realized and how it is quan-

tified, has been the subject of numerous reports [1]. Among

the many proposals for experimental realizations of quantum

information processing, heterostructural systems have the ad-

vantage of offering the perspective to integrate a large number

of quantum gates into a quantum computer once the single gate

and qubits are established [2]. One approach to build a solid-

state quantum computer is provided by exploiting quantum

states of artificial atoms (quantum dots) or other nanostruc-

tures [3]. A common realization of heterostructures is com-

posed of two layers of GaAs and InGaAs, with a planar in-

terface. Owing to different band gaps, a steep, asymmetrical

potential dip is formed along a direction normal to the inter-

face. The asymmetry of the interface potential leads to the

spin dependent effect, the Bychkov-Rashba spin-orbit interac-

tion [4].

In the present work, the entanglement dynamics of spin-

subbands states for an electron in a 2D isotropic Rashba quan-

tum dot, with an applied magnetic field of arbitrary strength,

is studied. We also explicitly include the confining (gate) ef-

fects as a two dimensional isotropic harmonic oscillator. The

von Neumann entropy, as a measure of entanglement, is calcu-

lated as a function of time, by going to Fock-Darwin represen-

tation. Our results indicate that under specific conditions the
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entanglement between the spin states and the union of struc-

tural subbands undergoes periodic collapse-revivals’. Further-

more, it is shown that the period and amplitude of collapse-

revivals’ strongly depend upon the confining length and the

Rashba coupling. Our results, thereby, provide means of con-

trolling the degree of entanglement through external agents.

[1] D.I. Tsomokos, S. Ashhab and F. Nori, arXiv: 0802.1469v1

[quant-ph] and refrences therein.
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Bayes inference to the problem of inverse-
halftoning based on statistical mechanics of the
Q-Ising model.

Y. Saika1, J. Inoue2, M. Okada3 and H. Tanaka3

1Wakayama National College of Technology.
2Hokkaido University.
3The University of Tokyo.

A Bayesian approach to solve the problem of inverse-

halftoning [1] is proposed. The inverse-halftoning is a kind

of information processing defined as the inverse problem of the

halftoning of grayscale images, that is, as representing each

grayscale in terms of black and white binary dots by means

of the so-called dither method [2]. In our previous study [3],

we formulated the inverse process of the halftoning as a com-

binatorial optimization to find the original grayscale image

as the minimum energy state. Here we consider the prob-

lem from the view point of the Bayesian approach. In the

Bayesian approach, we need to specify both the likelihood and

the prior to obtain the posterior. As the prior, here we choose

P ({z}) ∝ exp[−(J/T )
∑

n.n.(zx,y − zx′,y′ )
2], where {z} ≡

{zx,y ∈ 0, · · · , Q − 1|x, y = 1, · · · , L} denotes the estimate of

the original grayscale image and J, T are the so-called hyper-

parameters. The summation
∑

n.n.(· · · ) runs all over the near-

est neighboring pixels. In halftoning process, an original image

{ξ} ≡ {ξx,y ∈ 0, · · · , Q − 1|x, y = 1, · · · , L} is converted into

the halftone binary dots {τ} ≡ {τx,y ∈ 0, 1|x, y = 1, · · · , L}
in terms of the dither method as τx,y = θ(ξx,y − Mx,y) for

each pixel, where Mx,y is a threshold at the site (x, y) and

θ(· · · ) means a step function. To construct the likelihood, we

assume that each pixel of the halftone image τx,y is fluctu-

ated around the successfully converted value: θ(zx,y −Mx,y)

and the fluctuation is measured by a Gaussian variable nx,y

with mean zero and variance T/h. This reads immediately

P ({τ}|{z}) ∝ exp[−(h/T )
∑

(x,y){θ(zx,y − Mx,y) − τx,y}2],

and then we find that the posterior P ({z}|{τ}) is identical to

the Gibbs distribution of the ferromagnetic Q-Ising model hav-

ing the random field: −(h/T ) τ2
x,y , the clipped state-dependent

field: −(h/T ) θ(zx,y −Mx,y), and the product of these two on

each cite at temperature T . For this posterior, we retrieve the

original image as z̃x,y = arg maxzx,y

∑
{z}6=zx,y

P ({z}|{τ})
for each pixel. Using the MCMC simulations for a set of the

snapshots from the Gibbs distribution of the ferromagnetic Q-

Ising model, we show that our approach is successful in inverse-

halftoning. In this paper, we discuss the relationship between

our optimal condition and the condition for the Bayes-optimal

solution which is well-known as Nishimori line in the research

field of spin glasses [4].
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A statistical mechanical study of evolution of
robustness under noisy environment.

A. Sakata1, K. Hukushima1 and K. Kaneko1,2

1Graduate school of Arts and Sciences, The University of Tokyo,

Komaba, Meguro-ku, Tokyo, Japan.
2Complex Systems Biology Project, Exploratory Research for

Advanced Technology (ERATO), Japan Science and Technology

Agency (JST), Tokyo, Japan.

The biological functions need to be robust against system’s

change by noise or mutation. They depend on a specific pat-

tern or structure of phenotype, which is given as a result of the

dynamical process governed by genes. The phenotypes with a

higher function (i.e., fitness) are more selected, and the geno-

type to produce such phenotypes is transferred to the next

generation. Note, however, that the expression dynamics from

the genotype to the phenotype is rather noisy and stochastic.

An interesting issue to be addressed is how such stochasticity

is related to the evolution of robustness [1].

We introduce an abstract spin model that captures the essen-

tial features of the evolution and discuss the above question.

The spin variable S defined on i-th site (i = 1, · · · , N) and

the interaction J between the spins represent the phenotype

and the genotype, respectively. We assume that the elements

of both the spin Si and the interaction Jij take ±1 and the

interaction matrix is symmetric.

We adopt the Glauber dynamics as a dynamical process

of S for a given J with the energy function H(S|J) =

−1
2

∑
ij Jij Si Sj, in which the spins are in contact with a heat

bath of the temperature TS . The transition probability of the

spin dynamics satisfies the detailed balance condition, yielding

the equilibrium probability distribution of S that has a vari-

ability characterised by TS .

The genotype J has also an intrinsic dynamics caused by the

mutation and the selection with a fitness. We define the fitness

as

Fit(J|TS) =
〈 ∏

i<j∈t

δ(Si − Sj)
〉
,

where 〈· · · 〉 is an average with respect to the probability dis-

tribution of S and t is a subset of S [2].

We again the Glauber dynamics as the genotype dynamics

with the fitness. Then, an equilibrium probability distribution

function of J is given by
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P (J,TS,TJ) =
eβJFit(J|TS)

ZJ(TS,TJ)
,

ZJ (TS , TJ ) = TrJeβJ Fit(J|TS) ,

with an inverse temperature βJ = 1/TJ .

We have studied the above-mentioned spin model numerically

and analytically. The adapted configurations of J at an inter-

mediate TS range are found to be less frustrated, which could

be measured by a loop correlation of J associated with t, and

they are robust against the mutation, in contrast to those at

very low TS . We will explain its mechanism [3].

[1] K. Kaneko, PLoS ONE 2, 1 (2007).
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Statistical properties of number fluctuations
observed in internet blog keywords.

Y. Sano1, K. Yamada1, K. Watanabe1, T. Mizuno2,
H. Takayasu3 and M. Takayasu1

1Tokyo Institute of Technology.
2Institute of Economic Research Hitotsubashi University.
3Sony CSL.

Human activity of word-of-mouth may be very important for

our society, however, it was impossible to observe its historical

record quantitatively. The Internet has changed the situation

drastically. Instead of vocal information exchange, people use

textual information in blogs. By using the search-engine tech-

nology we can observe appearance of any given keyword in

blogs automatically with detail time stamps. It is a new sci-

entific activity [1,2] to explore empirical laws in the number

fluctuation of blog keywords and to clarify its impact to the

society.

In order to establish empirical statistical laws from time se-

quential data in general, it is required that the data is station-

ary. However, in the case of blog keywords there are a few

inevitable non-stationary factors which make the analysis dif-

ficult. For example, the number of blog sites tends to increase

nearly monotonically, so the average number of keywords may

grow. Or some blog servers suddenly stop working due to

maintenance or hardware replacement, which may cause sud-

den decrease of word frequency for a while. Moreover, there is

always a calendar effect such that keyword numbers increase on

holidays. It is important to introduce a procedure of normal-

ization which can evaluate the keyword frequency independent

of such non-stationary factors.

To this end we calculate daily summation of frequencies for

randomly chosen N sample adverbial words such as “more”,

and show that the time sequential pattern of summation nearly

converges for N larger than 20. Then, by dividing the num-

ber of keyword frequency by this summation we get a time

sequence of normalized word frequency. It is confirmed that

the normalized time sequence successfully removes the above

non-stationary factors.

Applying this method we find that any resulting normalized

time sequence does not follow an independent Poisson process,

instead the keyword frequency shows a long autocorrelation

characterized by so-called the 1/f noise for those keywords

which appear frequently everyday, such as “TOYOTA”.

There are keywords which clearly show sharp boom such as

“Christmas” which apparently tends to diverge on December

25th. For such a case we can approximate the functional form

of increase before the critical day by a power law in terms of

the difference of the observing day and the critical day. Also

the decay form after the critical day can also be modeled nicely

by a power law.

[1] V. Alfi, G. Parisi and L. Pietronero, Nature Physics 3, 746

(2007).

[2] A.-L. Barabási, Nature 435, 207 (2005).

Emergence of communities in social networks.

J. Saramäki1, J.M. Kumpula1, J.-P. Onnela2,3,1, K.
Kaski1 and J. Kertész4,1

1Department of Biomedical Engineering and Computational

Science, Helsinki University of Technology, Finland.
2Physics Department, Clarendon Laboratory, Oxford University,
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3Säid Business School, Oxford University, UK.
4Institute of Physics and BME-HAS Group of Solid State Physics,

Budapest University of Technology and Economics, Hungary.

Topology and weights are closely related in complex networks

and, e.g., for social networks, this is reflected in their mod-

ular structure. I will present a model of social networks [1],

which is based on microscopic dynamics of tie formation and

reinforcement. The model is motivated by a recent large-scale

empirical study [2,3], where we have studied the structure of

a society-wide network derived from the calls of over 7 million

mobile phone users. In this study, we have shown that weak

and strong social ties play different roles: strong ties are asso-

ciated with dense network neighbourhoods, i.e. communities,

which are connected by weaker ties. This is also reflected in

the robustness of the network to tie removal - weak ties are

more important for global connectivity.

Our social network model starts from a set of plausible micro-

scopic rules governing the formation of ties at the individual

level (“cyclic closure” and “focal closure” in the social sci-

ences literature). In cyclic closure, new acquaintances result

from local searches along ties within the individual’s network

neighbourhood. This mechanism is augmented by weight dy-

namics: frequently used ties are reinforced, and strong ties are

preferentially chosen for the searches. The strength of the re-

inforcement, and thus the sensitivity of the rules to weights,

can be tuned by a control parameter. The focal closure rule

accounts for random formation of ties, independent of the net-

work topology. A third mechanism, node removal and subse-

quent insertion of a node with no links, reflects people entering

and leaving the network.

These rules are iterated for a fixed-size network until a steady

state is reached. It turns out that by tuning the weight sen-

sitivity control parameter, the resulting networks undergo a

gradual structural transition from a community-free topol-

ogy to one with communities. In the community regime, the

resulting networks display characteristics similar to the em-

pirical observations: stronger ties are associated with denser

network neighbourhoods, and weak ties act as bridges. At

the global level, removing weak ties fragments the networks

quickly, whereas they are relatively insensitive to strong tie

removal.

[1] J.M. Kumpula, J.-P. Onnela, J. Saramäki, K. Kaski and
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Interacting ensemble of particles in the context
of q-deformed algebra.

A.M. Scarfone1 and P.N. Swamy2

1Istituto Nazionale per la Fisica della Materia (CNR–INFM),

Politecnico di Torino, Italy.
2Department of Physics, Southern Illinois University Ed-
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Having accomplished a great deal of understanding of the

q-deformed systems revealed by recent investigations ([1] and

references therein), we ask the question whether there are sim-

ple physical descriptions of what constitutes a deformation. It

has been observed in [2] that an interacting Boson gas can be

described by a Hamiltonian containing various powers of the

operators a and a†, where the lowest order is given by the

non-interacting Hamiltonian with only one pair of these oper-

ators. Furthermore, from a study of non-ideal gases we can

learn that the state equations of interacting particle systems

are well described by means of the virial expansion in terms

of powers of the number of particles, where the Van der Walls

approximations is given by the first two terms in the series.

Therefore, the power series expansion is a convenient tool to

describe interacting systems, with the lowest order represent-

ing the system of non-interacting particles in the ensemble. An

interesting interpretation of the origin of the q-deformation in

an interacting particles system has been developed in [3]. It

is shown that many thermodynamic quantities of a q-Boson

system can be expressed as a power series in powers of N or

in series of the deformed parameter q, implying that the q-

deformation arises from the interaction among the particles of

the ensemble.

Following this idea, we investigate the q-deformed system of

many Bosons described by the q-deformed oscillator algebra.

We examine the nature of interaction among the particles of

the ensemble, with a view to interpreting the interaction in

terms of the general properties of the q-deformation. We show

that this can be accomplished by means of the virial expansion

of the complex system of a real gas in powers of the deforma-

tion parameter q. The lowest order virial coefficient reduces to

that of the standard non-interacting Bose gas, while the higher

order virial coefficients contain effects arising from interaction.

This formulation enables us to examine many interesting fea-

tures of the thermostatistics of the q-deformed Bosons.

[1] A.M. Scarfone and P. Narayana Swamy, Interacting many-
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Gauss’ law of error revisited in the framework of
Sharma-Taneja-Mittal information measure.

A.M. Scarfone1, H. Suyari2 and T. Wada3

1Istituto Nazionale per la Fisica della Materia (CNR–INFM),

Politecnico di Torino, Italy.
2Graduate School of Advanced Integration Science, Chiba

University, Chiba, Japan.
3Department of Electrical and Electronic Engineering, Ibaraki

University, Hitachi, Ibaraki, Japan.

Gaussian distribution is one of the most known and ubiq-

uitous distributions in nature. Its universality is explained by

the central limit theorem, which states that Gauss distribution

arises as the limit distribution of a large number of statistically

independent and identically distributed events.

Notwithstanding, it is nowadays well recognized that non

Gaussian distributions are widely observed in several physical,

social and economical systems. From a mathematical point of

view, they can be obtained as the limit distributions of a large

number of statistically correlated events.

In this work, we explore this possibility by following the orig-

inal Gauss derivation, as known as Gauss’ law of error. We

revisit this derivation in the framework of the Sharma-Taneja-

Mittal information theory, recently reconsidered from the sta-

tistical mechanics point of view in [1,2], and explore the un-

derlying algebraic structure.

Two different Abelian fields, denoted in A ≡ (IR+, ⊕, ⊗)

and Ã ≡ (IR+, ⊕̃, ⊗̃), can be constructed starting from the

two fundamental relations ln{κ, r} (x ⊗ y) = ln{κ, r} (x) +

ln{κ, r} (y) and exp
{κ, r}

(x ⊕̃ y) = exp
{κ, r}

(x) exp
{κ, r}

(y),

where ln{κ, r} (x) and exp
{κ, r}

(x) are the two-parameter gen-

eralized logarithmic and exponential functions, respectively.

The statistical correlation among events can be taken into ac-

count by means of the generalized product ⊗̃, through the

introduction of the following likelihood function

Lκ, r (θ) = f(x1 − θ)⊗ f(x2 − θ)⊗ . . .⊗ f(xn − θ) ,

where f(xi − θ) is the distribution function of each single da-

tum xi centered around to the most probable outcome θ (mean

value).

According to the Maximal Likelihood Principle, we show that

the distribution function f(xi − θ) maximizing the quantity

Lκ, r (θ) is provided by a (κ, r)-Gaussian which reduces to the

standard Gaussian in the (κ, r)→ (0, 0) limit.

In the same limit, the likelihood function Lκ, r (θ) reduces to

the ordinary product of distribution functions so that it de-

scribes statistically independent events.

This work extend the cases previously discussed in [3,4] for the

one parameter q-distribution and κ-distribution to the whole

family of two-parameter (κ, r)-distributions.
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Asymptotic solutions of a nonlinear diffusive
equation in the framework of κ-generalized sta-
tistical mechanics.

A.M. Scarfone and T. Wada
1Istituto Nazionale per la Fisica della Materia (CNR–INFM),

Politecnico di Torino, Italy.
2Department of Electrical and Electronic Engineering, Ibaraki

University, Hitachi, Japan.

In the non-equilibrium framework, irreversible processes can

be described by means of Fokker-Planck equations, and their

time evolutions are characterized by non-increasing Lyapunov

functionals. In a recent work [1], we have derived a non-

linear Fokker-Planck equation for non-equilibrium systems in

the picture of a generalized statistical mechanics based on the

κ-entropy, and discussed its relation with the associate Lya-

punov functional or Bregman type divergence.

Since this kinetic equation has a nonlinear diffusive term whose

nonlinearity has a binomial dependence in ρ(x, t), it makes dif-

ficult to obtain explicit solutions.

In this work we classify the group-invariant solutions of the κ-

deformed diffusive equation. The only possible group-invariant

solutions reduce to the self-similar solutions and to travelling

waves whilst this new diffusive equation does not admit a solu-

tion corresponding to a kind of κ-deformed Gaussian, a gener-

alization of Gaussian with the standard exponential replaced

by its κ-deformed version [2,3].

The self-similar solutions, although non normalizable, can de-

scribe the time evolution of an order parameter (like tempera-

ture) characterizing the propagation of a physically significant

quantity (like heat flux).

We derive the ODE for the self-similar solutions and we ob-

tain, numerically, its solution for several different initial con-

ditions. Although these solutions collapses, in the κ → 0

limit, to the well known Erf(x) function, the deformed case

exhibits more rich structures compared to the corresponding

undeformed case.

In a more general fashion, we explore numerically the evolu-

tion of a localized state, whose spreading is governed by the

κ-diffusive equation. It is shown that, independently from the

initial conditions, the numerical solutions approaches, after a

certain time, to a shape which is well fitted by the κ-Gaussian.

Corroborated by these results, we conjecture that the κ-

Gaussian, even though is not an exact solution for the κ-

diffusive equation, can be interpreted as quasi-self-similar so-

lutions, since it well approximates, asymptotically in time, the

shape produced by different localized initial profiles.
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Criticality and corresponding states in ionic
systems.

W. Schröer
Institut für Anorganische und Physikalische Chemie

Fachbereich Biologie/Chemie, Universität Bremen.

Ionic liquids, which are molten salts with melting points below

100◦C, down to −80◦C, are a hot research topic at present.

Many applications in chemical engineering and preparative

chemistry are envisaged for this new fascinating group of com-

pounds [1].

The interplay of Coulomb interaction and with van der Waals

interactions provides a challenge for the theoretical under-

standing of the special properties of the ionic liquids and of

their solutions. Some ionic liquids are soluble in non-polar sol-

vents as hydrocarbons others in polar solvents like water. Vice

versa some are insoluble in non-polar others insoluble in polar

solvents.

Liquid-liquid phase transitions are observable at ambient tem-

peratures enabling investigations of the critical properties (co-

existence, critical fluctuations, critical dynamics) with mK ac-

curacy. Such research is of fundamental interest: While in

nonionic systems the liquid-gas as well as liquid-liquid phase

transitions are driven by short range van der Waals interac-

tions with an r−6-range dependence, the phase transitions in

the ionic systems are driven by long-range r−1-Coulomb inter-

actions. The universality hypothesis that liquid-gas as well as

liquid-liquid phase transitions all belong to the Ising univer-

sality class has been theoretically proven for r−n interactions

with n > 4.97, while the nature of the critical point in Coulomb

systems was unknown [2].

Some experiments reported mean-field behavior for such sys-

tems. Meanwhile, experiments [3] as well as simulations sup-

port the conclusion that Coulomb systems also belong to the

Ising universality class. The simulations concern the so called

restricted primitive model (RPM), which considers equal sized

charged hard spheres in a dielectric continuum. The critical

points of the liquid-liquid phase transitions in ionic solutions in

non-polar solvents are in agreement with the prediction of the

RPM. Corresponding state analysis based on the reduced vari-

ables of the RPM reveals different behavior, when comparing

phase separation in aprotic solvents (hydrocarbons) with that

in protic solvents (alcohols , water). In terms of the RPM- vari-

ables the phase separation in aprotic solvents, which is driven

by Coulomb interactions, have an upper critical solution point,

while the coexistence curves in protic solvents have a lower

critical solution point, typically for phase separation caused

by hydrophopic interactions [4].
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Dynamical analyses of normal and anomalous
diffusion in nonlinear Fokker-Planck equations.

V. Schwämmle, E.M.F. Curado and F.D. Nobre

Centro Brasileiro de Pesquisas F́ısicas, Rio de Janeiro, Brazil.

A general type of nonlinear Fokker-Planck equation can be

derived directly from a master equation, by introducing gen-

eralized transition rates. The H-theorem is demonstrated for

systems that follow those classes of nonlinear Fokker-Planck

equations, in the presence of an external potential. For that, a

relation involving terms of Fokker-Planck equations and gen-

eral entropic forms is discussed. It is possible to show that,

at equilibrium, this relation is equivalent to the maximum-

entropy principle. Therefore, those classes of nonlinear Fokker-

Planck equations may be related to a single type of entropy

[1,2]. The stationary distribution of a given entropy, un-

der some constraints, is the same stationary distribution of

the whole class of nonlinear Fokker-Planck equations with the

same constraints. It is also shown that the Boltzmann-Gibbs

entropy, apart from its connection with the standard – linear

Fokker-Planck equation – may be also related to a family of

nonlinear Fokker-Planck equations. We discuss this relation

and, by numerically integrating the nonlinear Fokker-Planck

equation, analyze the time evolution of systems which are re-

lated to Boltzmann-Gibbs entropy and Tsallis entropy. Curi-

ously, the class of nonlinear Fokker-Planck equations related to

the Boltzmann-Gibbs entropy present, in all nonlinear cases,

anomalous diffusion in a scale of time much smaller than the

time required to reach the stationary distribution (a Gaussian,

if we consider a harmonic external potential). Alternatively, it

is also possible to find a class of nonlinear Fokker-Planck equa-

tions related to Tsallis entropy which present, in a scale of time

much smaller than the time needed to reach the stationary

distribution (a q-Gaussian), a normal diffusion regime. The

relaxation of the system to the stationary state also presents

a power-law behavior for some cases within one class, unlikely

the behaviors norm ally obtained in the literature.
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Time evolution of q-Gaussians in the linear and
nonlinear diffusion equations.

V. Schwämmle, F.D. Nobre, and C. Tsallis

Centro Brasileiro de Pesquisas F́ısicas, Rio de Janeiro, Brazil.

The linear diffusion equation is one of the most important

differential equations of classical physics, being appropriate for

a description of many physical phenomena, usually classified

as normal diffusion. One of its simplest generalizations comes

out to be the porous-medium equation [1]

∂P (x, t)

∂t
= D

∂2P 2−q(x, t)

∂x2
,

which governs the time evolution of the probability distribu-

tion P (x, t) for finding a diffusing particle in the position x at

time t, in a medium characterized by a diffusion constant D;

the linear diffusion equation comes out as the particular case

q = 1. In the present work, the stability of q-Gaussian distribu-

tions as particular solutions of the linear diffusion equation and

its generalized nonlinear form, the porous-medium equation, is

investigated through both numerical and analytical approaches

[2]. It is shown that by using a q-Gaussian, characterized by

an index qi, as the initial distribution, the approach to the fi-

nal, asymptotic solution, characterized by an index qf , occurs

in such a way that the relaxation rule for the kurtosis evolves

in time according to a q-exponential, with a relaxation index

q = q(qf ) [3]. In some cases, particularly when one attempts

to transform an infinite-variance distribution (qi ≥ 5/3) into

a finite-variance one (qf < 5/3), the relaxation towards the

asymptotic solution may occur very slowly in time. This fact

might shed some light on the slow relaxation, for some long-

range-interacting many-body Hamiltonian systems [4,5], from

long-standing quasi-stationary states to the ultimate thermal

equilibrium state.
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[2] V. Schwämmle, F.D. Nobre and E.M.F. Curado, Phys.

Rev. E 76, 041123 (2007).
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Stochastic thermodynamics: Theory and experi-
ments.

U. Seifert
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Stochastic thermodynamics provides a framework for describ-

ing small systems embedded in a heat bath and externally

driven to non-equilibrium. Examples are colloidal particles in

time-dependent optical traps, single biomolecules manipulated

by optical tweezers or AFM tips, and motor proteins driven

by ATP excess. A first-law like energy balance allows to iden-

tify applied work and dissipated heat on the level of a single

stochastic trajectory. Total entropy production includes not

only this heat but also changes in entropy associated with the

state of the small system. Within such a framework, exact re-

sults like an integral fluctuation theorem for total entropy pro-

duction valid for any initial state, any time-dependent driving

and any length of trajectories can be proven [1]. These results

hold both for mechanically driven systems modelled by over-

damped Langevin equations and chemically driven (biochemi-

cal) reaction networks [2]. These theoretical predictions have

been illustrated and tested with experiments on a colloidal

particle pushed by a periodically modulated laser towards a

surface [3]. Key elements of this framework like a stochastic

entropy can also be applied to athermal systems as experiments

on an optically driven defect center in diamond show [4]. For

mechanically driven non-equilibrium steady states, the viola-

tion of the fluctuation-dissipation theorem can be quantified

as an additive term directly related to broken detailed balance

(rather than a multiplicative effective temperature) [5]. Inte-

grated over time, a generalized Einstein relation appears which

we have recently verified experimentally [6]. If velocities are

measured with respect to the local mean velocity, the usual

form of the FDT holds even in non-equilibrium. Finally, op-
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timal protocols are derived which minimize the work required

to switch from one equilibrium state to another in finite time

[7].
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Dynamic frustration and persistence in spin
systems.

P. Sen

Physics Department, University of Calcutta, India.

Certain spin systems are not able to reach the equilibrium

ground state under a zero termperature quench which we term

“dynamical frustration”. In the Ising model with a competing

second neighbour interaction (ANNNI model) several interest-

ing phenomena are associated with the dynamic frustration.

In one dimension, the Hamiltonian is given by

H = −J1 [ΣSi Si+1 − κΣSi Si+2] ,

with κ > 0. The persistence probability P (t), that a spin

has not flipped till time t, goes to zero in a stretched expo-

nential manner when κ < 1 when the number of domain walls

freeze even though they remain mobile [1]. This dynamics is

mapped onto that of a system of interacting random walkers

and independently studied [2] and the results are found to be

consistent.

In the two dimensional ANNNI model where the competing

interaction occurs along one direction only, we again find dy-

namic frustration for κ < 1, but quite different in nature. Here

the dynamics becomes extremely slow as quasi-frozen struc-

tures resembling lattice animals appear in the system.

In order to analyse the results, we also study the dynamics of

the domain walls and the distribution of the number of domain

walls along both horizontal and vertical directions.

In both one and two dimensions, persistence decays as a power

law for κ ≥ 1 but with exponents different from that of the

ferromagnetic Ising model [3]. The same is true for the dy-

namical growth exponent.

The above results are obtained using single spin flip Glauber

dynamics. We will also discuss in brief how one can use simu-

lated annealing (both classical and quantum) to overcome the

dynamic frustration and enable the system to reach its ground

state for κ < 1.
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Self-similarity of complex networks and hidden
metric spaces.

M.Á. Serrano
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Complejos, Ed. Mateu Orfila, Palma de Mallorca, Spain.

Self-similarity and scale invariance are traditionally known as

characteristics of certain geometric objects, such as fractals, or

of field theories describing system dynamics near critical points

of phase transitions. In these cases, objects or physical sys-

tems are intrinsically embedded in metric spaces and distance

scales in these spaces are natural scaling factors. In complex

networks, it is difficult to define self-similarity and scale invari-

ance in a proper geometric sense because many networks are

not explicitly embedded in any physical space and they lack

any metric structure except the topological one given by the

collection of lengths of shortest paths between nodes, which

is a poor source of length-based scaling factors since it does

not have large lengths as it usually exhibits the small-world

property. We demonstrate [1] that hidden metric spaces un-

derlying the observed topologies of some complex networks –in

particular the Border Gateway Protocol map of the Internet

at the Autonomous System level and the Pretty Good Privacy

social web of trust– appear to provide a plausible explanation

of the observed self-similarity of their main topological charac-

teristics -degree distributions, degree-degree correlations, and

clustering– with respect to a simple degree-thresholding renor-

malization scheme which produces a hierarchy of nested sub-

graphs. Nodes are assumed to reside in an underlying hidden

metric space, meaning that for all pairs there are defined hid-

den distances satisfying the triangle inequality. Clustering –

cycles of length three– in the topology becomes then a natural

consequence of the triangle inequality in this metric space un-

derneath. If we take the most generic interpretation of hidden

distances as measures of either structural or functional simi-

larity between nodes, and admit that more similar nodes are

more likely to be connected, then the hidden and observable

forms of transitivity become clearly related. In future work,

hidden metric spaces may find far-reaching applications such

as the design of efficient routing and searching algorithms for

communication and social networks.
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Lett. 100, 078701 (2008).

On creation of an exact microscopic heat theory
on the basis of local distribution functions.

S.R. Sharov
Tomsk Russia.

There were obtained exact expressions for changing entropy

and quantity of the heat given by the environment on the ba-

sis of a local approach and subsystem ensemble. Tradition-

ally, design of non-equilibrium statistical mechanics is carried

out on the basis of Gibbs ensemble and Liouville equation,

which seem to cover all the possible conditions of a macro-

scopic system and that’s why they should also describe the

process of transition to equilibrium in a time-dependent sys-

tem. But a nonstationary system can’t be ergodic and that’s

why this approach is not strict. No one has managed to get

an exact nontrivial solution to Liouville equation. Different

approximate methods, which rigor can’t be proved enough,



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 105

are used for getting solutions. The criterion is certain compli-

ance of the result with the second law of thermodynamics. As

we know, there is no exact microscopic heat theory, based on

laws of motion. But while designing non-equilibrium statisti-

cal mechanics it’s possible to pass on to a local description of

a system, as it’s possible in nonequilibrium thermodynamics,

regarding physically infinitely small volume elements as quasi-

equilibrium. One can construct an ensemble of subsystems,

developing in time in accordance with equations of motion in

the form of Hamilton equations [1]. In contrast to Gibbs en-

semble [2] coordinates and momenta of external objects, i.e.

particles, surrounding the considered sub-system, have differ-

ent values for each of the subsystem. Evolution equations of

such systems ensembles have exact solutions with clear phys-

ical meaning and describe evolution of subsystems which are

not adiabatic, i.e. they exchange not only mechanical work but

also heat with the environment. The second obtained equation

describes interaction of subsystems with the environment. In

quantum mechanics the same equation describes transition of

subsystem particles from one power level to another, while the

first one describes the change of the levels themselves, i.e. adi-

abatic interaction with the environment. The local approach

can be a single basis for equilibrium and non-equilibrium sta-

tistical mechanics and kinetic theory. Though obtained results

have a simple form, it’s rather difficult to get them because we

are beyond the domain of applicability of a number of mathe-

matical theorems while considering subsystems. Gibbs distri-

butions are extreme cases out of local distribution functions.

[1] S.R. Sharov, Basis of Local Approach in Classical Statistical

Mechanics, Entropy 7, 122 (2005).

[2] The collected works of J. Willard Gibbs, in two volume,

(N.Y. etc.: Longmans, Green and Co 1928).

Localization length of waves in disordered media
and the red-shift of the spectral density.
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We introduce a novel method to calculate the localization

length in a disordered medium using the amplitude change

and red-shift of the spectral density of an incident pulse prop-

agating in the medium. The method is general and appli-

cable to any disordered medium of any space dimensional-

ity. It is used to study electromagnetic wave propagation

through a three-dimensional, statistically homogeneous disor-

dered medium. The frequency dependence of the localization

length and the variance of the polarization are computed in

terms of the strength σ of the disorder. We also show, using

the red-shift of the spectrum of black-body radiation, that due

to localization of light in disordered media, measurements of

the temperature at a distance Z from the source yield values

that are lower than that of the source. The shifts in the fre-

quency of the spectral peak and its corresponding temperature

depend also on σ. For weak disorder we find that the temper-

ature shift is given by, {T0 − T (Z)}/T0 ∼ Z, where T0 is the

source’s temperature.

Noise induced Hopf bifurcation.

I.A. Shuda1, S.S. Borisov1 and A.I. Olemskoi2

1Sumy State University, Ukraine.
2Institute of Applied Physics, Nat. Acad. Sci. of Ukraine.

We study the Hopf bifurcation of stochastic system resulted

in creation of limit cycle in two-dimensional phase space. We

start with Langevin equation [1]

Ẋα = F (α) +Gαζ(t),

where force F (α) = F (α)(X1, X2) and noise amplitude Gα =

Gα(X1, X2) are functions of stochastic variables Xα, α = 1, 2.

We assume: (i) white noise ζ(t) is equal for both degree

of freedom Xα and (ii) microscopic transfer rates are non-

correlated for different Xα. Then, the Fokker-Planck equa-

tion related takes on a steady state solution whose explicit

form is determined with a non-trivial combination of the noise

amplitudes Gα, its derivatives over Xα and generalized forces

F(α) = F (α) + λ
∂(GαGβ)

∂Xβ
being fixed with choice of the cal-

culus parameter λ ∈ [0, 1]. As a result, divergence condition

of the steady state distribution determines a domain of zero

values of stochastic variables Xα being bounded with a closed

line of the limit cycle [2].

To verify above scheme we consider modulated regime of spon-

taneous laser radiation whose behaviour is presented in terms

of the radiation strength E, the matter polarization P and the

difference of level populations S [3]. It appears noise destroys

limit cycle if the first of these values varies most fast. In op-

posite case, domain where stochastic states are forbidden is

shown to extend with growth of noise intensities of P and S.

[1] H. Risken, The Fokker-Planck equation, (Springer-Verlag,

Berlin, 1984).

[2] B.D. Hassard, N.D. Kazarinoff and Y.-H. Wan, Theory

and Applications of Hopf Bifurcation, (Cambridge University

Press, Cambridge, 1981).

[3] H. Haken, Synergetics, (Springer-Verlag, Berlin, 1983).

Non-Markovian stochastic Liouville equation and
its Markovian representation. Extensions of the
continuous-time random walk approach.

A.I. Shushin
Institute of Chemical Physics, Russian Academy of Sciences,

Moscow, Russia.

Some specific features and extensions of the continuous time

random walk (CTRW) approach [1, 2] are analyzed in de-

tail within the Markovian representation (MR) and CTRW-

based non-Markovian stochastic Liouville equation (SLE) [3].

In the MR CTRW processes are represented by multidimen-

sional Markovian ones. In this representation the probability

density function (PDF) W (t) of fluctuation renewals is asso-

ciated with that of reoccurrences in a certain jump state of

some Markovian controlling process. With the use of the MR

the non-Markovian SLE, which describes the effect of CTRW-

like noise on relaxation of dynamic and stochastic systems, is

generalized to take into account the influence of relaxing sys-

tems on statistical properties of noise. Some applications of

the generalized non-Markovian SLE are discussed. In partic-

ular, it is applied to study two modifications of the CTRW



106 Orthodox Academy of Crete, Kolympari - Greece 14 - 18 July 2008

approach. One of them considers the cascaded CTRWs in

which the controlling process is actually CTRW-like one con-

trolled by another CTRW process, controlled in turn by the

third one, etc. The simple expression for the PDF W (t) of

total controlling process is obtained in terms of Markovian

variants of controlling PDFs in the cascade. The expression

is shown to be especially simple and instructive in the case

of anomalous processes determined by long time tailed W (t).

The cascaded CTRWs can model the effect of complexity of

a system on relaxation kinetics (in glasses, fractals, branch-

ing media, ultrametric structures, etc. [2]). Another CTRW-

modification describes the kinetics of processes governed by

fluctuating W (t). Within the MR the problem is analyzed in

a general form without restrictive assumptions on correlations

of PDFs of consecutive renewals. The analysis shows that fluc-

tuations of W (t) can strongly affect the kinetics of the process.

Possible manifestations of this effect are discussed.

[1] I. W. Haus and R. W. Kehr, Phys. Rep. 150, 263 (1987).

[2] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).

[3] A. I. Shushin, Phys. Rev. E 67, 061107 (2003);

arXiv:0705.2358v1[cond-mat.stat-mech]; Phys. Rev. E 77,

031130 (2008).

Correlations in commodity markets.

P. Sieczka and J.A. Ho lyst

Faculty of Physics, Center of Excellence for Complex Systems

Research, Warsaw University of Technology, Poland.

Commodities, traded at free markets, follow the rules of the

efficient market hypothesis [1], the same as stocks, currencies,

and others. Their prices are, therefore, random and in major

part unpredictable. Similarly to stock markets, we can expect

that commodity prices are also correlated. Investigating the

correlation is interesting, both from theoretical and practical

point of view [2,3].

We analyzed cross-correlations for commodities such as: met-

als, fuels, meat, grains, and other plant products. Using log-

arithmic price returns of future contracts for commodities, we

created the correlation matrix Cij . We observed that a major-

ity of the correlation matrix eigenvalues lie outside the random

matrix region, which can be treated as an argument that the

matrix Cij contains real information about correlations be-

tween studied time series.

In the next step the matrix Cij was used to create a correla-

tion based metric that provides a measure of distances between

contracts. Using this metric we constructed a minimal span-

ning tree of investigated contracts as a way to extract the most

important correlations. The tree allowed us to identify basic

branch groups formed by the nodes.

We observed that the correlations are non-stationary and we

investigated such properties as an average correlation, its vari-

ance, a mean graph occupation layer, and changes in network

topology. The mean correlation has grown significantly in re-

cent years and the tree has become more compact. We found

also changes in betweenness centrality of different nodes. Be-

tweenness of gold and oil increased while betweenness of corn,

soybean, and copper decreased.

[1] E.F. Fama, J. Finance 25, 383 (1970).

[2] R.N. Mantegna, Eur. Phys. J. B 11, 193 (1999).

[3] J.-P. Onnela, A. Chakraborti, K. Kaski, J. Kertész and A.

Kanto, Phys. Rev. E 68, 056110 (2003).

Scaling of clusters in a one-dimensional system.

J. Sienkiewicz and J.A. Ho lyst
Faculty of Physics, Center of Excellence for Complex Systems

Research, Warsaw University of Technology, Poland.

Most of the well-known works [1,2,3] concerning the spread-

ing of social opinion are based on the models in which some

representatives try to convince the others that do not share

their opinion. We investigate evolution of a growing system of

two-state objects (e.g. spins or representatives of some binary

opinions) that are randomly added at empty sites in the course

of time. Our numerical and analytical calculations show that

even a simple one-dimensional model (a chain of N nodes) pro-

vides interesting results. The system’s dynamics is described

as follows: in each time step a new spin / a new representative

of opposite opinions is chosen with the probability of 1/2 and

placed at a random, not occupied node in the chain until all

sites are filled. It can occur that after adding of a new element

a cluster appears that consists of n consecutive group mem-

bers with the same opinion surrounded by two elements that

are opposite to the clusters member elements. In such a case

we treat all members of the cluster as inactive (blocked) and

those nodes no longer interact with the rest of the chain. We

observed a critical density in the investigated system, it is a

moment at which the first blocked spin appears. This density

vanishes in the thermodynamical limit (N goes to infinity).

The number of the blocked nodes Z increases with time as

Z ∼ tγ with γ exponent close to 3. We provide analytical ex-

pressions for the time evolution of the number of blocked nodes

Z, as well as for the critical density τc. Our analytical studies

are consistent with the numerical simulations. The character

of the growth is universal (it does not depend on the system

size).

In the extended version of the model the number of different

opinions is equal to m. Each member added to the chain has

the opinion drawn from the uniform distribution 〈0,m − 1〉.
The blocked opinions are formed from the cluster of identical

opinions surrounded by two other identical opinions. The time

evolution of the number of blocked opinions follows a power-

law with the same exponent as in the two-opinion case. We

also checked the interplay of number of nodes N and number

of opinions m and its impact on the critical density.

[1] R. Axelrod, J. Conf. Res. 41, 203 (1997).

[2] K. Kacperski, J.A. Ho lyst, Physica A 269, 511 (1999).

[3] K. Sznajd-Weron and J. Sznajd, Int. J. Mod. Phys. C 11,

1157 (2000).

An exactly solvable of p + i p wave superconduc-
tivity.

G. Sierra
Institute of Theoretical Physics Universidad Autonoma de

Madrid, Spain.

We shall present the exact solution of a two dimensional

BCS model of superconductivity where the order parameter

has p+ i p wave symmetry. The solution is obtained using the

Quantum Inverse Scattering Method and it is similar to the

previously known exact solution of the reduced BCS model

with s-wave symmetry, due to Richardon in 1964, and which

plays an important role in Nuclear Physics and mesoscopic

Physics, notably in the study of ultrasmall superconducting
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grains. The p + ip wave model in the mean field approxima-

tion, gives rise, in a certain regime of the coupling constants,

to the Moore and Read wave function proposed to describe

the Fractional Quantum Hall effect at filling fraction 5/2 and

whose excitations are non abelians anyons, which on the other

hand can be relevant for Quantum Computation. It is thus of

great interest to have an exact solution of this model in order

to analyze in detail the structure of the wave function of the

p + i p model. We have solved numerically the Bethe ansatz

equations for a finite number of Cooper pairs, and the results

have been compared, in the limit of large number of pairs, with

the electrostatic solution la Gaudin, which in turn reproduces

the mean field equations. In this manner we have obtained a

very clear physical picture of the phase diagram. The latter

contains a weak coupling BCS regime, a strong coupling BEC

regime and a crossover region between them, associated to the

Moore-Read wave functions. We compute several observables

as number occupacions, the fidelity, etc, to characterize the

transitions between these three different regions.

[1] J. Links, M. Ibañez and G. Sierra, An exactly solvable model

with p-wave symmetry, in preparation.

[2] N. Read and D. Green, Paired states of fermions in two di-

mensions with breaking of parity and time-reversal symmetries

and the fractional quantum Hall effect, cond-mat/9906453.

[3] G. Moore and N. Read, Nucl. Phys. B 360, 362 (1991).

[4] J.M. Roman, G. Sierra and J. Dukelsky, Nucl. Phys. B

634 [FS], 483 (2002).

Physics and banking.

S.S Smyrnaki1 and T. Smyrnakis2

1ATEbank, Physicist, MSc in Banking, Department of Production

Engineering and Management, Technical University of Crete.
2Physicist, Principle of Kantanos high school, Chania, Crete.

The statistical physicists observed that the behavior of a

macroscopic system, which is composed of a great number of

microscopic particles, obeys certain laws which concern mostly

random exchange energy phenomena and these laws estab-

lished the field of Quantum Mechanics and Thermodynamics.

Quantum atomic models and kinetic theory of gases prove suit-

able for studying dynamic structures such as a bank’s balance-

sheet.

The bank is considered to be a complex economical system

which is segmented by different units, whereas it interacts

with the economic environment and thus, it can be studied

according to the complex networks methodology. This means

that the macroscopic balance sheet’s behavior emerges from

the microscopic units interactions. The return which derives

from the changes of the bank’s economic value is approached

through the ideal gas model. The future business and interest

rate scenarios comprise the possible states of the system and

the return distribution corresponds to the energy distribution

of the gas. The entropy increases until the immunization state

where economic value tends to remain stable. However, due to

duration drift of products, the economic value changes rapidly

and the changes occurring in the structure of the balance sheet

are offset with various business strategies in ALM, which cor-

respond to the new structures of internal entropy production

in the case of the gas.

The application of Fair Value (FV) according to the IAS offers

dynamism to the financial states of the bank which depicts

its special characteristics, the market conditions and the cus-

tomers’ options. The FV may be compared to the dual nature

of light as it provides a dual substance of a financial instru-

ment’s value (it includes the return and the undertaking risk

in a single number). The FV is produced as the terms return

and risk reproduce one another, just like the electromagnetic

wave in Maxwell’s theory.

The fair value which is produced by the product’s transition

from one time bucket to another defines the possible position

and quantizes the risk, just as a similar process occurs with

the wave length λ of the emitted radiation due to Bohr’s quan-

tized energy. The electromagnetic spectrum which includes the

analysis of radiation may be used for the scaling of each prod-

uct’s risk, in correspondence with the risk rating that is used

by rating agents. The idea of risk quantization could be used

for the achievement of balance-sheet immunization against the

market’s fluctuations.

[1] J. Bessis, Risk Management in Banking, (J. Willy, U.K.

2002).

[2] J.L. McCauley, Dynamics of Markets - Econophysics and

Finance, (Cambridge University Press, Cambridge, 2007).

[3] S. Srinivasulu, GFTT Seminar: ALM: Balance Sheet and

Treasury Management Function, (Singapore 2005).

The therapy of shock therapy.

S. Solomon

Hebrew University, Jerusalem, Israel.

We show that a simple model reproduces very closely the evo-

lution of the GDP in constant dollars of many countries during

the times of recession and recovery.

We find that quite universally, significant reforms (even the

most ultimately successful ones) are followed by a period of

decay. Thus, as an important lesson for policy makers, we de-

rive that the success of a reform is to be evaluated by a more

sensitive analysis that we describe. Such an analysis discrim-

inates between the negative effect that the reforms have on

the “old established economy” and the growth induced by the

reforms on the “new leading sectors”.

A theoretical analysis illustrates how an optimal dynamical

policy reduces both recession duration and severity, and in-

creases the value of GDP at all times. Thus the focus of this

policy planning is transfered from the negative aspect related

to blocking the economic collapse to the optimization of the

recovery process as a whole.

The capability of the government to steer economic recovery

encompasses taxation and redistribution, which is a small part

of the processes and phenomena taking place. We show how-

ever that in fact when used optimally, according to an under-

standing of the underlying economic processes, even this very

limited set of tools can lead to remarkably better results.

Anomalous scaling behavior in polymer thin film
growth.

S.-W. Son, M. Ha and H. Jeong

Department of Physics, Korea Advanced Institute of Science and

Technology, Daejeon, Korea.

To understand anomalous kinetic roughening and multifrac-

tality in the vapor deposition polymerization (VDP) growth
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which have been experimentally observed [1], we study a sim-

ple model proposed by Bowie and Zhao [2] for the polymer

thin film growth by vapor deposition, where the VDP process is

mimicked by monomer diffusion, polymer nucleation as a dimer

(oligomer), chain propagation with limited active end bond-

ing, polymer-polymer chain interaction, and shadowing effects

originated from cosine flux of incident monomers. Using exten-

sive numerical simulations of the simple model, we investigate

various polymer properties as well as growing surface proper-

ties as measuring both global and local quantities, e.g., surface

width, height distributions, monomer/polymer density, poly-

mer length distributions, polymer end-to-end distance scaling,

height-height correlation functions, height-difference q-th mo-

ments, structure factor, step size fluctuations and distribu-

tions, active end fluctuations, and so on. It is found that the

role of monomer diffusion in the VDP growth is quite different

from that in the molecular beam expitaxial (MBE) growth.

While monomer diffusion in the MBE growth makes surface

smooth [3], that in the VDP growth makes surface rough due

to the fact that monomers diffuse along polymer bodies. In the

steady state, we observe that there is a typical polymer length,

which is independent of system sizes and only depends on the

ratio of diffusion coefficient to deposition (flux) rate, and that

the nearest-neighbor height difference (step size) distribution

becomes power-law, which is clear evidence of anomalous scal-

ing and multi-scaling behavior as in the earlier growth stud-

ies with the power-law decaying noise distributions instead of

the usually assumed Gaussian form [4,5]. We argue that such

anomalies in the VDP growth are attributed to the instability

induced by the nonlocal shadowing effects in polymerization,

and such rare events effectively change the type of noise from

Gaussian to power-law decaying form. Our numerical results

and critical exponents are quantitatively compared to those in

the ballistic deposition growth with power-law decaying noise

distributions [5]. Finally, our (2+1)-dimensional results are

qualitatively compared with recent VDP experimental data as

tuning the ratio of diffusion coefficient to flux rate.

[1] I.-J. Lee, private communication.

[2] W. Bowie and Y.-P. Zhao, Surf. Sci. 563, L245 (2004).

[3] A.-L. Barabasi and H.E. Stanley, Fractal Concepts in Sur-

face Growth, (Cambridge University Press, Cambridge, 1995).

[4] Y.-C. Zhang, J. Phys. (France) 51, 2129 (1990); Physica A

170, 1 (1990); J. Krug, J. Phys. I 1, 9 (1991).

[5] A.-L. Barabasi, et al., Phys. Rev. A 45 R6951 (1992); C.-

H. Lam and L.M. Sander, J. Phys. A:Math. Gen. 25, L135

(1992); Phys. Rev. Lett. 69, 3338 (1992); Phys. Rev. E 48,

979 (1993).

Spontaneous symmetry breaking and criticality
during animal development: Hydra axis defini-
tion.

J. Soriano and A. Ott

Biologische Experimentalphysik, Universität des Saarlandes,

Germany.

Hydra, a phylogenetically old organism, has become an attrac-

tive model organism in the hope to better understand the evo-

lution of development. Hydra consists of a cylindrical body col-

umn framed by foot and head. Adult hydra is in a steady state:

cells are continuously multiplying at its center, with age these

cells migrate to both ends of the body column, where they be-

come irreversibly differentiated (specialized) before they die.

Hydra has astonishing regeneration capabilities - it can even re-

form from a completely disordered cell cluster, condensed from

dissociated, single hydra cells. Contrary to hydra, most other

organisms preserve an initial asymmetry during development

and translate it to the axis of the animal [1]. Only in very few

cases hydrodynamic flow or electric fields as external factors

could be shown to be able to direct the developmental sym-

metry. Here we ask if spontaneous symmetry breaking exists

during animal development. Child hypothesized in 1929 that

a metabolic rate gradient should dictate the embryonic axis

position. Metabolic rates depend strongly on temperature.

Although numerous experiments on different model systems

in a temperature gradient failed to confirm Childs hypothesis,

we show, that a temperature gradient dictates the axis of the

developing hydra, if it is applied sufficiently early. Using this

finding, we identify the axis locking moment and note that it

coincides with organizer formation. We visualize gene expres-

sion of the hydra specific gene ks1 [2], which serves a marker

for potentially head forming cells. Ks-1 expressing cells form

domains with a power-law size distribution. These domains at-

tain a fractal shape at the symmetrybreaking moment. Since

the genetic pathways during the regeneration process are iden-

tical for all cells, we propose that the cells need to increase

their fluctuations in expression profile to create an asymme-

try. Hydra locks this asymmetry as the fluctuations appear

scale free at system size. Hydra follows a classical path of

spontaneous symmetry breaking. We discuss similarities with

models such as Ising or forest fire.

[1] L. Wolpert, Principles of Development (Oxford University

Press, Oxford, 1999).

[2] R. Weinziger et al., Development 120, 2511 (1994).

How scaling and market efficiency determine the
irreversible evolution of financial indices.

A.L. Stella

Dipartimento di Fisica and Sezione INFN, Università di Padova,

Italy.

In setting up a stochastic description of the time evolution of a

financial index, the challenge consists in devising a model com-

patible with all stylized facts emerging from the analysis of fi-

nancial time series and providing a reliable basis for simulating

such series. Based on constraints imposed by market efficiency

and on an inhomogeneous-time generalization of standard sim-

ple scaling, we propose an analytical model which accounts si-

multaneously for empirical results like the linear decorrelation

of successive returns, the power law dependence on time of the

volatility autocorrelation function, and the multiscaling asso-

ciated to this dependence. In addition, our approach gives a

justification and a quantitative assessment of the irreversible

character of the index dynamics. This irreversibility enters as

a key ingredient in a novel simulation strategy of index evolu-

tion which demonstrates the predictive potential of the model.

The idea of basing the process construction on scaling, and

the construction itself, are closely inspired by the probabilistic

renormalization group approach of statistical mechanics and

by a recent formulation of the central limit theorem for sums

of strongly correlated random variables.

[1] F. Baldovin and A.L. Stella, Scaling and efficiency deter-
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mine the irreversible evolution of a market, Proc. Natl. Ac-

cad. Sci. 104, 19741 (2007).

[2] F. Baldovin and A.L. Stella, Central limit theorem for

anomalous scaling due to correlations, Phys. Rev. E 75,

020101(R) (2007).

[3] A.L. Stella and F. Baldovin, Role of scaling in the statistical

modeling of finance, Pramana - Journal of Physics (in press,

2008); arXiv:0804.0331[physics.soc-ph].

Generalized dimension Dq and Tsallis entropy Sq

derived from the nonlinear differential equation
dy/dx = yq.

H. Suyari

Chiba University, Chiba, Japan.

The q-exponential function expq (x) was first derived from

maximizing Tsallis entropy under some constraints for a gen-

eralization of Boltzmann-Gibbs statistics. On the other hand,

from a mathematical point of view, the q-exponential func-

tion expq (x) is characterized as the solution of the fundamen-

tal nonlinear differential equation: dy
dx

= yq [1], which intro-

duces the generalized multiplication called q-product ⊗q satis-

fying the generalized exponential law expq (x1)⊗q expq (x2) =

expq (x1 + x2) [2,3]. Applying the q-product to the mathemat-

ical formulations such as q-Stirling’s formula, q-multinomial

coefficient, we derive Tsallis entropy as the unique informa-

tion measure corresponding to the q-exponential function [4].

Recently, as an extension of the above result, we derive Tsal-

lis entropy Sq from the (µ, ν)-multinomial coefficient where

ν (1− µ)+1 = q ( 6= 0), which recovers the 4 typical mathemati-

cal structures in Tsallis statistics: additive duality “q ↔ 2−q”,

multiplicative duality “q ↔ 1/q”, q-triplet and multifractal

triplet [5].

In our presentation, we mathematically show

expq (Sq (pi)) = exp 1
q

(
S 1

q
(Pj)

)
' ε−Dq (1)

where Pj is the so-called escort distribution defined by Pj :=

pq
j/

∑n
i=1 p

q
i and Dq is the so-called generalized dimension in

multifractal analysis. The identity (1) reveals that the param-

eter “q” in Tsallis entropy Sq coincides with “q” in Dq which

recovers the 3 typical dimensions: capacity (box-counting) di-

mension (q = 0), information dimension (q = 1), correlation

dimension (q = 2). Moreover, our mathematical study presents

the direct relations between three q’s in dy
dx

= yq , Tsallis en-

tropy Sq and the generalized dimension Dq . Other similar

relations as (1) are also shown and discussed.

[1] C. Tsallis, What should a statistical mechanics satisfy to

reflect nature?, Physica D 193, 3 (2004).
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algebra within a nonextensive statistics, Rep. Math. Phys.

52, 437 (2003).

[3] E.P. Borges, A possible deformed algebra and calculus in-

spired in nonextensive thermostatistics, Physica A 340, 95

(2004).

[4] H. Suyari, Mathematical structure derived from the q-

multinomial coefficient in Tsallis statistics, Physica A 368,

63 (2006).
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100-years of long term dependence in the Dow
Jones index.

P.G. Szilagyi1 and J.A. Batten2

1Judge Business School, University of Cambridge, UK.
2Department of Finance, Hong Kong University of Science &

Technology.

We investigate the presence of long-term dependence in over

100-years of daily returns on the Dow Jones Stock Index. We

measure the presence of long-term dependence in the price re-

turns (∆Pt) using statistical techniques based on the rescaled

range analysis of Hurst [1]. What is novel about our approach

is that we consider different return lags to accommodate short-

term autocorrelated innovations in the return process [2] and

we estimate the local Hurst exponent over different interval

lengths.

We begin with a filtering process using an Autoregressive (AR)

model where the residual ψt is of interest. Specifically, we ap-

ply five levels of filters AR(1)→ AR (5) to ∆Pt. Such lagged

effects on prices are generally considered a test of price effi-

ciency. For example, consider an AR(5) model of the form

∆Pt = α0 + β1 ∆Pt−1 + . . . + β5 ∆Pt−5 + ψt, where for each

ψt the classical rescaled adjusted range (R/σ)n is calculated.

In this case set Xn to the sample mean and σn is the standard

deviation of ψt over a particular series n and hn (termed the

local Hurst coefficient) = log(r/σ)n/ logn. We set the interval

length n is set from 22 days (1-month) to 252 days (1-year).

This procedure in effect creates a time-series of exponent val-

ues, the change in whose value can be measured over time.

The average local Hurst exponent estimated on a monthly and

annual basis reveals time-varying and statistically significant

positive dependence (0.9 > h > 0.5, for n = 252), which is con-

sistent with a fractal process and inconsistent with economic

notions of market efficiency. A process that exhibits positive

dependence is one that is non-mean reverting - a finding of con-

siderable economic significance for market arbitragers. Apply-

ing short-term AR filtering does not significantly change this

finding, although the filtering slightly lowers the actual expo-

nent.

[1] H.E. Hurst, Long-term storage capacity of reservoirs,

Trans. Am. Soc. Civ. Eng. 116, 770 (1951).

[2] Z. Xiao, Note on bandwidth selection in testing for long

range dependence, Econ. Lett. 78, 33 (2003).

On efficient searching of hidden targets.

M. Tachiya

National Institute of Advanced Industrial Science and Technology

(AIST), Tsukuba, Ibaraki, Japan.

We consider how an animal can search for hidden targets

efficiently. We assume that the animal moves in n-dimensional

space and finds a target if the distance between the animal

and the target becomes less than a. We define that the animal

has searched a position r if it approaches that position up to

distance a. Let U(r, t) denote the probability that an animal

which starts from the origin will not search a position r until

time t. The probability that the animal will search a position

r by time t is given by 1 − U(r, t). Accordingly the volume

Vs(t) the animal searches by time t is given by
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Vs(t) =

∫
[1− U(r, t)] dv

If the concentration of targets is c, the average number of tar-

gets the animal finds by time t is given by cVs(t). Therefore,

we can use Vs(t) to characterize the efficiency of searching, ir-

respective of the concentration of targets.

We have calculated the searched volume Vs(t) when an ani-

mal performs ballistic motion and Brownian motion in three

dimensions, and showed that when the animal performs bal-

listic motion it can search a larger volume for a given time

[1]. However, when the animal performs ballistic motion, it

has a greater probability of missing a target ultimately even

if it comes close to the target, compared with the case when

it performs Brownian motion [2]. This missing effect is more

enhanced, especially when the initial position is close to the

target [2].

When the animal comes close to a target, it senses odor from

the target and know that it is close to a target. If the animal

changes its motion from ballistic to Brownian when it senses

the odor, the probability that the animal finds the target ul-

timately will increase significantly, but the time taken to find

the target will not increase so much. Therefore, the efficiency

of searching will be maximized if the animal performs ballistic

motion as long as it does not sense the odor and Brownian mo-

tion once it senses the odor. This conclusion is in agreement

with the widely observed intermittent behavior of foraging an-

imals.

[1] M. Tachiya, J. Chem. Phys. 84, 6178 (1986).

[2] M. Tachiya, Chem. Phys. Lett. 127, 55 (1986).

Collective charge fluctuations in single-electron
processes on nano-networks.

B. Tadić and M. Šuvakov
Department of Theoretical Physics, Jožef Stefan Institute,

Ljubljana, Slovenia.

Functional soft materials composed of many nano-particles

often have a complex structure both as 2-dimensional films [1]

and 3-dimensional super-crystal structures [2], that emerges

from self-assembly processes with appropriately functionalized

nano-particles. These assemblies exhibit a wide range of phys-

ical properties which are not found in bulk materials and can

often be related to their spatial structure. The conduction

via single-electron tunnelings in films of metallic nanoparti-

cles is important for nano-electronics. Experimentally a large

nonlinearity of the current–voltage curve has been found in

self-assembled nanoparticle films on substrates [1,3].

The random structure of these films can be adequately mod-

elled by planar graphs (nano-networks) [5]. We use the model

with long-range electrostatic interactions of the capacitively-

coupled nanoparticles on substrate [4,5] and simulate numeri-

cally single-electron tunnelings driven by the external voltage

[6]. We study the collective dynamic behavior which is in the

background of the observed I(V ) nonlinearity, in particular,

the long-range correlations in charge fluctuations monitored

at each nanoparticle and inhomogeneous charge flow along the

conducting paths through the sample. Various related pdfs

appear to be q-Gaussian. We demonstrate how the topological

and charge disorder affects the quantitative statistical proper-

ties and I(V ) dependences.

[1] P. Moriarty, M. Taylor and M. Brust, Phys. Rev. Lett. 89,

248303 (2002).

[2] D. Nykypanchuk, M. Maye, D. van der Leile and O. Gang,

DNA-guided crystallization of colloidal nanoparticles, Nature

451, 549 (2008).

[3] R. Parthasarathy, X. Lin, K. Elteto, T. Rosenbaum and H.

Jeager, Phys. Rev. Lett. 92, 076801 (2004).

[4] A. Middleton and N. Wingreen, Phys. Rev. Lett. 71, 3198

(1993).

[5] M.O. Blunt, M. Šuvakov, F. Pulizzi, C.P. Martin, E.

Pauliac-Vaujour, A. Stannard, A. W. Rushfort, B. Tadić and P.

Moriarty, Electronic Transport in Cellular Nanoparticle Net-

works: Meandering through Nanoscale Meazes, Nano Letters

7, 855 (2007).

[6] M. Šuvakov and B. Tadić, Charge Transport in Assembled

Nanoparticle Structures, (review) in preparation.

Renormalization of random multiplicative pro-
cesses: An application to the universal statistics
of company growth.

H. Takayasu1, H. Watanabe2 and M. Takayasu2

1Sony Computer Science Laboratories, Japan.
2Tokyo Institute of Technology, Japan.

In the first half of this talk we review results of analysis of

company’s financial data based on a recently accessible huge

database which covers about 1 million companies or practically

all active companies in Japan. It is shown that clear power laws

are confirmed for the distributions of sales, incomes, numbers

of employees, and annual growth rates [1]. As a simplest math-

ematical description of such company data we can introduce

the following random multiplicative process for the time evo-

lution of sale of a company, xj(t)

xj(t+ 1) = bj(t)xj(t) + fj(t) ,

where bj(t) is the growth rate and fj(t) is a random noise.

The validity of this approximation can be checked directly by

the data, and from theoretical viewpoint the power law distri-

bution can be understood as the steady state distribution of

this random multiplicative process [2].

Regarding that this random multiplicative process is the most

fundamental process of company’s activity we assume that this

stochastic process holds microscopically in any branch of a

company and consider that the whole company can be viewed

as an aggregation of this process, X(t) =
∑N

j=1 xj(t). Then,

this aggregated quantity can also be supposed to satisfy a ran-

dom multiplicative process with a renormalized growth rate,

B(t). This is a renormalization of random multiplicative pro-

cess and we show that there exists a universal distribution of

renormalized growth rate, which is fairly close to the growth

rate distribution of real companies. The resulting growth rate

distribution is given by a t-distribution (or a q-Gaussian dis-

tribution) having power law tails. This result proves that even

in the case that microscopic growth rate distribution has no

long tail, renormalized macroscopic growth rate distribution

has power law tails in general, so that a macroscopic system

generally has a risk of extraordinary large fluctuation.

[1] Takaaki. Ohnishi, H. Takayasu and M. Takayasu, preprint.

[2] H. Takayasu, A.-H. Sato and M. Takayasu, Phys. Rev.

Lett. 79, 966- (1997).
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Basic statistical properties of random walks in
moving potential forces: the PUCK model for
market prices.

M. Takayasu1, T. Mizuno2, K. Watanabe1 and

H. Takayasu3

1Tokyo Institute of Technology.
2Hitotsubashi Uniersity.
3Sony CSL.

High frequency data analysis of market price fluctuations has

clarified that random walks of prices in markets have several

peculiarities which are very different from a simple random

walk. We pay attention to the following 5 empirical facts for

market prices:

• I: The distribution of price change in a unit time has
nearly symmetric long tails approximated roughly by
power laws.

• II: The autocorrelation of price changes decay quickly to
zero often accompanied by a negative correlation for very
short time.

• III: The square of price changes has a long correlation.

• IV: Abnormal diffusion is observed for short time scales.

• V: Many-body distribution of signs of price changes is
significantly different from that of independent random
walks.

Mathematical models of markets such as the ARCH model

can satisfy I to III by tuning parameters, however, IV and V

can not be fulfilled by such stochastic models that assumes

no correlation in the signs of price differences. In order to

overcome such difficulty we have already introduced a random

walk model called PUCK in which potential force is moving

and deforming in time [1]

x(t+ 1)− x(t) = −
d

dx
UM (x, t)

∣∣∣
x=x(t)−xM (t)

+ f(t) ,

UM (x, t) =
b2(t)

M − 1

x2

2
+ L ,

where xM (t) is the simple moving average of latest M prices.

It is shown that when bM (t) is a constant only IV and V

are satisfied, however, by introducing random fluctuations of

bM (t) around 0 all these properties can be retained. Direct es-

timation of bM (t) from market price time series also supports

the validity of this theoretical approach.

[1] M. Takayasu, T. Mizuno and H. Takayasu, Physica A 370,

91 (2006).

Quantum fluctuation theorems.

P. Talkner and P. Hänggi
Department of Physics, University of Augsburg, Germany.

During the last decade various fluctuation and work theorems

have been formulated and discussed. They provide information

about the fully nonlinear response of a system under the action

of a time-dependent force, in contrast to linear response theo-

ries in which the response is expressed in terms of correlation

functions of the unperturbed system. In this presentation we

will discuss specific quantum aspects of the work performed

on a quantum system by an external force. The performed

work is a key quantity describing the nonlinear response to

an external perturbation of finite strength and finite duration.

It is a random quantity due to the intrinsic randomness of

quantum mechanics which may additionally be superimposed

by the classical randomness of a mixed initial state of the sys-

tem. The statistics of the work is completely determined by its

characteristic function defined as the Fourier transform of the

corresponding probability measure. We demonstrate that this

characteristic function of work can be expressed in terms of a

correlation function of the exponentiated system’s Hamiltoni-

ans at the two instants of times which mark the beginning and

the end of the force protocol [1]. For systems which initially

stay in a canonical state the Jarzynski work theorem [1] and

the Tasaki-Crooks fluctuation theorem [2] follow immediately

from the characteristic function. Also for a microcanonical ini-

tial state a fluctuation theorem of the Crooks type holds [3]. It

relates the ratio of the probabilities of work for the original pro-

cess and the time reversed process to the ratio of the densities

of states of the system at the beginning and the end of the pro-

cess, and consequently to the difference of the thermodynamic

entropies of the corresponding microcanonical systems. From

this relation a novel “entropy-from-work” theorem is derived

which allows one to infer the difference of thermodynamic en-

tropy solely from the process running forward in physical time

[3]. The influence of the initial conditions is discussed for the

example of an externally driven harmonic oscillator [4]. In

particular, we compare the probability distributions of work

which follow from microcanonical, canonical and coherent ini-

tial states for the same force protocol.

[1] P. Talkner, E. Lutz and P. Hänggi, Phys. Rev. E 75,

050102(R) (2007).

[2] P. Talkner and P. Hänggi, J. Phys. A 49, F569 (2007).

[3] P. Talkner, M. Morillo and P. Hänggi, Phys. Rev. E, in

press; arXiv:0707.2307v3 [cond-mat.stat-mech].

[4] P. Talkner, P.S. Burada and P. Hänggi, arXiv:0803.2808v1

[cond-mat.stat-mech].

Trajectory decomposition for unsupervised learn-
ing neural models.

V. Tereshko

School of Computing, University of the West of Scotland, Paisley,

UK.

In this paper, use the trajectory decomposition technique to

rigorously prove the similarity between different neural mod-

els. First, we derive the free energy function for an unsu-

pervised net of stochastic neurons with lateral interactions.

The temperature incorporated in this function serves as con-

trol parameter in the annealing schedule. Then, we consider

the incremental and batch modes of learning resulting in cor-

responding versions of soft topology-preserving mapping. The

mapping utilizes only weak lateral interactions that can be,

therefore, approximated by the nearest-neighbour ones. Con-

sidering the weight vector of a neuron as a “particle” moving

in the space-time of imposed patterns, we decompose this par-

ticle trajectory over these patterns. Using the decomposition

for incremental and batch modes of soft topology-preserving

map, we derive the cortical map and the elastic net respec-

tively [1,2]. The temperature of the above maps is transformed

into the Gaussian variance of the cortical map and the elastic

net. This fact elucidates indirect incorporation of soft compe-

tition and deterministic annealing into the cortical map and

the elastic net, which makes them to be very powerful neuro-
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computational models. We show that the batch version of soft

topology-preserving map is rigourously reduced to the corre-

sponding elastic net. Unlike, the incremental version of soft

topology-preserving map is reduced to the cortical map only

in the low temperature limit. We tested the models on the

relevant to them tasks: the travelling salesman problem and

the development of visual cortex topology, namely the forma-

tion of retinotopy and ocular dominance. The difference in

derivation of the latter systems results into the difference in

their behaviour: the batch soft topology-preserving map and

the elastic net produce similar outputs whereas the incremen-

tal soft topology-preserving map and the cortical map behave

differently.

[1] V. Tereshko, Lecture Notes in Computer Science 3512, 326

(2005).

[2] V. Tereshko, Lecture Notes in Computer Science 4669, 59

(2007).

q-Gaussian approximants mimic non-extensive-
statistical-mechanical expectation for many-body
probabilistic model with long-range correlations.

W. Thistleton

SUNY Institute of Technology, USA.

q-Gaussian distributions seem to provide a class of distribu-

tions which may successfully model a wide variety of natural

phenomena [1] and which serve as an attractor for certain cor-

related systems [2]. However, it is not always obvious what

underlying generating mechanism gives rise to these models.

Possible mechanisms do exist, however. For example [3] de-

scribes Student-t distributions (a special case of q-Gaussians)

as a family of scale mixtures of normal laws. In this talk we

introduce and study a strictly scale-invariant probabilistic N -

body model with symmetric uniform identically distributed

random variables. Correlations are induced through a trans-

formation of a multivariate Gaussian distribution with covari-

ance matrix decaying out from the unit diagonal, as ρ
rα , for

r = 2, 3, . . . N , where r indicates the displacement from the

diagonal; α ≥ 0 characterizes the range of the correlations;

and 0 ≤ ρ ≤ 1 characterizes the strength of the correlation.

We show numerically that, as N increases towards infinity, the

sum of the N random variables quickly approaches a nontrivial

limiting distribution which mimics (but is not equivalent to) to

a compact support q-Gaussian distribution with q(ρ, α) ≤ 1.

In the particular case of α = 0 we obtain q =
1−(5/3)ρ

1−ρ
. This

result was analytically derived in a recent paper by Hilhorst

and Schehr [4] addressing the present model. Our present re-

sults with these q-Gaussian approximants precisely mimic the

behavior that was expected in the frame of non-extensive sta-

tistical mechanics. The fact that the N →∞ limiting distribu-

tions are not exactly, but only approximately, q-Gaussians re-

veal that the present random variables are not exactly, but only

approximately, q-independent, in the sense of the q-generalized

central limit theorem recently proved by Umarov, Steinberg

and Tsallis. Short range interaction (α > 1) and long range

interactions (α < 1) are discussed. Other simple mechanisms

which lead to the production of q-Gaussians, such as mixing,

are discussed as well.

[1] M. Gell-Mann and C. Tsallis (Eds.), Nonextensive Entropy-

Interdisciplinary Applications, (Oxford University Press, Ox-

ford, 2004).

[2] S. Umarov, C. Tsallis and S. Steinberg, A generalization of

the central limit theorem consistent with nonextensive statis-

tical mechanics, Milan J. Math. (2006), doi:10.1007/s00032-

008-0087-y.

[3] V.E. Bening and V.Yu. Korolev, On an Application of the

Student Distribution in the Theory of Probability and Mathe-

matical Statistics, Theor. Prob. Appl. 49, 377 (2005).

[4] H.J. Hilhorst and G. Schehr, A note on q-Gaussians

and non-Gaussians in statistical mechanics, J. Stat. Mech.

P06003 (2007).

Generalized-generalized entropies and central
limit distributions.

S. Thurner1,2 and R. Hanel2

1Santa Fe Institute, Santa Fe, New Mexico, USA.
2Complex Systems Research Group, Medical University of Vienna,

Austria.

The importance of non-exponential distributions arising from

an impressive number of complex statistical systems is by now

beyond any doubt. Clearly, for most of these systems the clas-

sical approach of statistical mechanics is highly unjustified and

bound to fail. Since many of these systems are statistical in

nature it should be possible to keep the maximum entropy prin-

ciple, however with a modified entropy functional. It is known

for 20 years that for variables following asymptotic power-laws

the associated maximum entropy principle can be formulated

in terms of generalized entropies where the usual logarithm

of the Boltzmann entropy gets replaced by the so called q-

logarithm [1]. However, in diverse complex systems frequently

distributions are observed which do not fit into the framework

of the class of generalized entropies. This calls for a more gen-

eral setting. We showed lately that for every reasonable class of

distribution functions it is possible to derive a unique entropy

functional (generalized-generalized entropy), which guarantees

not only the correct results under the maximum entropy prin-

ciple [2], but is also fully compatible with the two fundamental

thermodynamic requirements, i.e. the first and the second law

of thermodynamics [3].

We show how limit theorems for correlated random variables

– as recently introduced by Hilhorst and Schehr [4] – pave a

road that leads to a further level of generalized entropy func-

tionals, which is able to take into account scaling relations in

the distribution functions. Although the level of generalization

of entropy – required to incorporate all possible distributions

resulting from such limit theorems – is now considerable, this

new class of entropies remains fully compatible with the first

and the second law of thermodynamics.

[1] C. Tsallis, J. Stat. Phys. 52, 479 (1988).

[2] R. Hanel and S. Thurner, Physica A 380, 109 (2007).

[3] S. Abe and S. Thurner, Europhys. Lett. 81, 10004 (2008).

[4] H.J. Hilhorst and G. Schehr, J. Stat. Mech., P06003

(2007).
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Central limit behavior of one-dimensional dis-
crete dynamical systems.

U. Tirnakli
Ege University, Faculty of Science, Department of Physics, Izmir,

Turkey.

One of the cornerstones of statistical mechanics and of proba-

bility theory is the central limit theorem. It states that the sum

of N independent identically distributed random variables, af-

ter appropriate centering and rescaling, exhibits a Gaussian

distribution as N → ∞. In general, this concept lies at the

very heart of the fact that many stochastic processes in nature

which consist of a sum of many independent or nearly inde-

pendent variables converge to a Gaussian. For deterministic

dynamical systems, a central limit theorem is valid only if the

system is sufficiently mixing. Recently we analytically calcu-

lated the leading-order correction to the central limit theorem

for the fully developed logistic map and cubic map and found

perfect agreement with numerical results [1]. On the other

hand, due to strong temporal correlations, a standard central

limit theorem is not valid when the system is at the edge of

chaos. In [1] we also showed numerically that the probabil-

ity distribution of sums of iterates of the logistic map at the

edge of chaos can be well approximated with a q-Gaussian, the

distribution which, under suitable constraints, maximizes the

entropy Sq ≡
(
1−

∑
i p

q
i

)
/ (q − 1), the basis of nonextensive

statistical mechanics. A closer look has also been attempted

[2] in order to better analyse the entire distribution (both the

central part and the tails) to see under what conditions there is

convergence to a q-Gaussian. A theoretical argument has been

provided on determining the optimum value of N (the num-

ber of iterates) in order to achieve the best convergence to a

q-Gaussian. These results are consistent with a large number

of already available analytical and numerical evedences that

the edge of chaos is well described in terms of the entropy Sq

and its associated concepts. In this work, after giving a review

of these and other recent results, we discuss the interplay be-

tween the number of iterates and the precision of the value of

the critical map parameter making use of the scaling relation

given in [2].

[1] U. Tirnakli, C. Beck and C. Tsallis, Phys. Rev. E 75,

040106R (2007).

[2] U. Tirnakli, C. Tsallis and C. Beck, A closer look at time

averages of the logistic map at the edge of chaos, arXiv:cond-

mat/0802.1138 [cond-mat.stat-mech].

Symbolic dynamics at the threshold of chaos.

R. Tonelli1 and M. Lissia2

1Dipart. di Fisica dell’Università di Cagliari, INFN and INFO-

SLACS Laboratory, Monserrato, Italy.
2INFN and Dipart. di Fisica dell’Università di Cagliari, Monser-

rato, Italy.

Symbolic dynamics is a powerful tool for the analysis of dy-

namical systems and provides a natural environment for the

evaluation of entropies. In fact it considers a partition of the

phase space in disjoint subsets, assigning to each subset a sym-

bol drawn from an alphabet and coding the evolution of the

trajectory of the corresponding dynamical system in the phase

space as a sequence of symbols. Thus it provides a direct cor-

respondence among the probabilities of visiting sub-regions of

the phase space and the probabilities of occurrence of strings

of symbols. For a system in the chaotic state the number of

different strings of length N grows exponentially N . We are in-

terested in the behavior of systems at the onset of chaos, where

the growth is weaker than exponential. It is then convenient to

introduce, when using symbolic dynamics at the onset of chaos,

the formalism of non-extensive thermodynamics, which natu-

rally describes the occurrence of power-law growth through

the use of deformed logarithms and exponentials. The formal-

ism of symbolic dynamics allows also to analyze sequences of

symbols as walks on a graph and to build an adjacency ma-

trix associated to the dynamical system. This in turn provides

the system entropy as a function of the eigenvalue spectra. In

this work we extend the theory of symbolic dynamics and the

associated graph theory to describe and characterize weak sen-

sitivity to initial conditions and power-law behavior in systems

at the threshold of chaos. We analyze the sequences of sym-

bols resulting from various partitions of the phase space for

the logistic map at the critical border of chaos and describe

the rate of growth of the number of strings of fixed length

versus increasing length using different deformed logarithms.

We look for the associated adjacency matrix and we use again

deformed statistics to characterize the properties of the eigen-

value spectra. Finally we compare our results with the ones

we already obtained in a previous work using the framework

of non-extensive thermodynamics to calculate ensemble prop-

erties for the same dynamical system.

[1] D.A. Lind and B. Marcus, Symbolic Dynamics and Coding,

(Cambridge University Press, Cambridge, 1995).

[2] G. Kaniadakis, M. Lissia and A. Rapisarda

(Eds.), Non Extensive Thermodynamics and Phys-

ical Applications, Physica A 305, Issue 1/2 (2002);

http://www.elsevier.nl/inca/publications/store/5/0/5/7/0/2/

[3] R. Tonelli, G. Mezzorani, F. Meloni, M. Lissia and M.

Coraddu, Entropy Production and Pesin Identity at the onset

of Chaos, Prog. Theor. Phys. 115, No. 1, (January 2006).

Pesin identity at the edge of chaos: Averaging on
single trajectories vs ensemble averages.

R. Tonelli1, G. Mezzorani2, F. Melloni3 and M. Lissia2

1Dipart. di Fisica dell’Università di Cagliari, INFN and INFO-

SLACS Laboratory, Monserrato, Italy.
2INFN and Dipart. di Fisica dell’Università di Cagliari, Monser-

rato, Italy.
3Dipart. di Fisica dell’Università di Cagliari and INFO-SLACS

Laboratory, Monserrato, Italy.

Recently an extension of the Pesin identity for dynamical sys-

tems in the chaotic state has been proposes in the case of dy-

namical systems at the threshold of chaos, using the framework

of non-extensive thermodynamics. This identity in the case of

chaotic systems is based on the definition of Kolmogorov-Sinai

entropy evaluated along a single trajectory in the phase space,

assuming this trajectory on the basin of attraction of some at-

tractor onto which the dynamics evolves. The phase space is

then partitioned into boxes and the system state is thus ob-

served at discrete intervals of time. This definition requires the

evaluation of the joint probability that the trajectory visits a

defined sequence of boxes in the limit that such a sequence

be infinite. This may be computationally prohibitive and an

approach based on the evolution of the divergence among two

infinitely close trajectories is usually employed. This is also
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true in the case of the less critical divergence at the thresh-

old of chaos, for systems weekly sensitive to initial conditions.

In order to extend the Pesin identity, using the formalism of

non-extensive thermodynamics, to the threshold of chaos, we

have used the more convenient ensemble averages to calculate

the non-extensive entropies. This approach leads to an inter-

esting and well-defined extension of the identity, which also

appears physically correct. There exist, however, the logical

possibility that the ensemble averaged entropy and the entropy

calculated using joint probabilities along a single trajectory, in

spite of being equal in many instances, might behave differ-

ently in specific systems. It is, therefore, very interesting to

study whether the two approaches are equivalent at the edge of

chaos. We tackle this problem by introducing a new quantity

related to the scaling of the correlation integral, which includes

the possibility of more general formalisms such as the one used

in non-extensive thermodynamics. We evaluate an extension

of the correlation integral along a single trajectory in the phase

space and use appropriated deformed exponentials/logarithms

to analyze power-law behaviors. In the limit of usual expo-

nentials/logarithms we recover the standard form for the KS

entropy, which is correctly null at the border of chaos but it

is unable to detect the weaker power-law sensitivity. We com-

pare result obtained with this single-trajectory approach with

the corresponding results obtained through ensemble averages.

[1] R. Tonelli, G. Mezzorani, F. Meloni, M. Lissia and M.

Coraddu, Entropy Production and Pesin Identity at the on-

set of Chaos, Prog. Theor. Phys. 115, No. 1 (January 2006).

[2] M. Gell-Mann and C. Tsallis, Nonextensive Entropy. In-

terdisciplinary Applications, (Oxford University Press, 2004).

[3] Schuster, Deterministic chaos, an introduction (2. revised

ed), (Heinz Georg VCH, Weinheim, 1988).

[4] P. Grassberger and I. Procaccia, Phys. Rev. Lett. 50, 346

(1983).

[5] P. Grassberger and I. Procaccia, Phys. Rev. A 28, 2591

(1983).

Interaction as the key to non-extensive statistical
physics.

F. Topsøe

University of Copenhagen, Institute of Mathematical Sciences,

Copenhagen, Denmark.

We present approaches to the generation of entropy-measures,

especially to the generation of Tsallis entropy [8], and other

quantities of interest when studying the exchange of informa-

tion in a broad sense.

Consider a notion of interaction between Truth and Belief, re-

lated to the interplay between System and Observer. The no-

tion may well be related to the process of measurement (for

a recent discussion see [3]). Taken in a direct physical sense,

interaction has often been singled out as an important feature

of non-extensive statistical physics, cf. [1], for example. Here,

interaction is understood in a mathematical sense.

If x represents Truth and y Belief, both related to some event,

then the interaction π(x, y) represents the “weight” of the

event as it is conceived by Observer. Observer seeks to de-

termine a function y y κ(y), the coder, which represents, for

each y, the effort which Observer is willing to (or has to) assign

to any event in which he has the Belief y. It is understood that

κ is taken as small as possible, observing a certain feasibility

constraint and subject to conditions of normalization, agreed

to be κ(1) = 0 and κ′(1) = −1.

Classically, π(x, y) = x (“no interaction”) and this leeds to

Shannon-Boltzmann-Gibbs entropy via the coder κ(y) = ln 1
y

.

If the interaction is consistent in a suitable sense, resulting in

the form π(x, y) = qx+(1−q)y, you are led to Tsallis q-entropy

via the coder

κ(y) =
1

1− q
(
xq−1 − 1

)
.

Regarding possibilities for true coding interpretations, see [5].

The feasibility constraint leading to the above conclusions is

related to the “fundamental inequality” of information theory

(classically amounting to the “log-sum inequality”).

The approach is related to previous game theoretical mod-

elling, [6]. An axiomatic characterization of complexity, en-

tropy and divergence, is also possible, cf. [7]. Key examples

relate to Bregman divergence, see also [2,4,6]. This again may

leed to Tsallis q-entropy, though in a less convincing manner

than for the approach via interaction. Other examples are

quite different in nature and related to geometry.

[1] F. Bouchet and J. Barré, Classifications of phase transi-

tions and ensemble inequivalence in systems with long range

interactions, J. Stat. Phys. 118, 1073 (2005).

[2] I. Csiszár, Generalized projections for non-negative func-

tions, Acta Math. Hungar. 68, 161 (1995).

[3] S. Dumitru and A. Boer, On the measurements regarding

random observables; arXiv:0803.2783v1 [cond-mat.stat-mech].

[4] J. Naudts, Generalised exponential families and associated

entropy functions; arXiv:0803.0104v1 [math-ph].

[5] H. Suyari, Tsallis entropy as a lower bound of average de-

scription length for the q-generalized code tree, in Proceedings

ISIT, 901 IEEE, (2007).

[6] F. Topsøe, Exponential Families and MaxEnt Calculations

for Entropy Measures of Statistical Physics, in Qurati Rapis-

arda Tsallis Abe, Hermann (Eds.), Complexity, Metastability,

and Non-Extensivity, CTNEXT07, AIP Conference Proceed-

ings 965, 104 (2007).

[7] F. Topsøe, Game Theoretical Optimization inspired by In-

formation Theory, to appear in J. Global Optimization, 2008.

[8] C. Tsallis, Possible generalization of Boltzmann-Gibbs

statistics, J. Stat. Phys, 52, 479 (1988).

Classifying superstatistics.

H. Touchette
School of Mathematical Sciences, Queen Mary, University of

London, U.K.

The notion of superstatistics was introduced by Beck and

Cohen (Physica 322, 267, 2003) as way to understand how

statistical distributions that are non-canonical (in the sense

that they differ from the distribution of the canonical ensem-

ble) may arise as a mixture of distributions that are canonical.

The idea is to consider an extended system as being composed

of different regions in which equilibrium holds locally, and to

average the canonical distribution that characterizes each of

these regions in order to obtain a non-canonical distribution,

which is thought of to characterize the system as a whole.

Beck and Cohen showed that the mixed distribution or super-

statistics obtained by this averaging process can have many

different forms, depending on the form of mixing distribution

used for performing the average. It will have the form of a
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q-exponential, in particular, if the mixing distribution is the

χ2 distribution.

I will present in this talk a classification of many different

superstatistics based on their asymptotic and central prop-

erties, together with a corresponding classification of mixing

distributions underlying these superstatistics. I will argue

that our efforts at understanding superstatistics from a non-

phenomenological point of view should go at building micro-

scopic models of the general mixing distributions that are thus

classified. Some models that go in this direction will be pre-

sented.

On the foundations of statistical mechanics.
Additive and nonadditive entropies, central limit
theorems, and related matters.

C. Tsallis

Centro Brasileiro de Pesquisas F́ısicas, Rio de Janeiro, Brazil and

Santa Fe Institute, New Mexico, USA.

The full accomplishment of the ambitious Boltzmann pro-

gram remains elusive still today. However, the following high-

lights support the success of statistical mechanics based on the

(additive) Boltzmann-Gibbs entropy SBG = −k
∑

i pi ln pi =

k
∑

i pi ln(1/pi).

(i) SBG is extensive (SBG(N) ∼ N) for say classical short-

range-interacting Hamiltonians.

(ii) Consider say the logistic map. If the Lyapunov exponent

λ1 > 0, the sensitivity to the initial conditions ξ = eλ1 t, and

the BG entropy production equals λ1 (Pesin-like equality).

(iii) Consider the Fokker-Planck equation
∂p(x,t)

dt
=

∂
∂x

[
∂U(x)

∂x
p(x, t)

]
+ D

∂2p(x,t)

dx2 (U(x) is a confining potential).

Its stationary solution is given by the BG factor p(x,∞) ∝
e−β U(x) (β = 1/D). U(x) = k1x + k2x2 (k2 > 0) im-

plies p(x, t) ∝ e−β(t) x2
; x2 scales with t (normal diffusion)

if k1 = k2 = 0. The H-theorem property mandates SBG as

the admissible entropy.

(iv) Maximization of SBG with appropriate constraints yields

the celebrated BG weight pi = e−β Ei/Z. And analogous max-

imization of SBG (continuous form) yields p(x) ∝ e−β x2
.

(v) This latter result, as well as the Gaussian form associated

with the above Fokker-Planck equation, are deeply linked to

the Central Limit Theorem. Consistently, time-averaged dy-

namical variables with maximal λ1 > 0 approach, after cen-

tering and scaling, Gaussian attractors. Finally, the velocity

distribution of a classical Hamiltonian is the Maxwellian.

(vi) dy/dx = a1 y with y(0) = 1 yields y = ea1 x. This expo-

nential may represent the typical dependence of three paradig-

matic quantities within the BG theory, namely the sensitivity

to the initial conditions ξ = eλ1 t (λ1 plays the role of a1),

the relaxation of a macroscopic quantity M (e.g., the entropy

itself) in the form µ ≡ M(t)−M(∞)
M(0)−M(∞)

= e−t/τ1 (−1/τ1 plays the

role of a1), and the canonical thermal equilibrium weight in

(iii) (−β plays the role of a1).

These properties are consistent with probabilistic indepen-

dence (or quasi-independence). In many complex systems,

this hypothesis is heavily violated. Nonextensive statistical

mechanics addresses such systems [1,2]. Its grounding en-

tropy is Sq = k
1−

∑
i p

q
i

q−1
= k

∑
i pi lnq(1/pi) (S1 = SBG),

lnq x ≡ x1−q−1
1−q

. So, if the system is classical and its maximal

λ1 > 0 (strongly chaotic), BG statistical mechanics is justified.

If it is zero, then a most interesting possibility emerges, namely

when q < 1 and the maximal q-generalized Lyapunov coeffi-

cient λq > 0 (weakly chaotic). This is the basic justification of

nonextensive statistical mechanics.

[1] M. Gell-Mann and C. Tsallis, Nonextensive Entropy (OUP,

2004); J.P. Boon and C. Tsallis, Nonextensive Statistical Me-

chanics, Europhys. News 36 (6) (2005); C. Tsallis, En-

tropy, (Springer Encyclopedia of Complexity 2008), in press;

S. Umarov et al, On a q-central limit theorem consistent

with nonextensive statistical mechanics, Milan J. Math. 76

(2008) [DOI 10.1007/s00032-008-0087-y]; A. Rodriguez et al,

Strictly and asymptotically scale-invariant probabilistic models

of N correlated binary random variables having q-Gaussians

as N →∞ limiting distributions, ArXiv 0804.1488.

[2] P. Douglas et al, Tunable Tsallis distributions in dissipa-

tive optical lattices, Phys. Rev. lett. 96, 110601 (2006); B. Liu

and J. Goree, Superdiffusion and non-Gaussian statistics in a

driven-dissipative 2D dusty plasma, Phys. Rev. Lett. 100,

055003 (2008).

Inhomogeneous coupling in two-channel asym-
metric simple exclusion processes.

K. Tsekouras and A.B. Kolomeisky

Rice University, Houston, Texsas.

Asymmetric exclusion processes for particles moving on two

parallel one dimensional channels with inhomogeneous cou-

pling at a single point are investigated theoretically. Particles

interact with hard-core exclusion and move in the same direc-

tion (to the right) on both lattices, while transitions between

the channels are allowed at one specific location in the bulk of

the system. Entrance and exit rates are identical for both chan-

nels. An approximate mean-field theoretical approach that

describes the dynamics in the vertical link and horizontal lat-

tice segments exactly but neglects the correlation between the

horizontal and vertical transport is developed. It allows us to

calculate stationary phase diagrams, particle currents and den-

sities for symmetric and asymmetric transition rates between

the channels. It is shown that in the case of the symmetric cou-

pling there are three stationary phases, similarly to the case of

the single-channel totally asymmetric exclusion processes with

local inhomogeneity. In contrast to the totally asymmetric ex-

clusion process however, these three phases do not include a

maximal current phase. In place of that we find a phase ex-

hibiting a sharp first-order phase transition at the linking point

which separates an area of high density before the link and an

area of low density after it. The phase diagram is symmetric

and although the three phase point location is found to depend

on the coupling strength this does not affect the symmetry.

Further, asymmetric coupling between the lattices leads to a

very complex phase diagram with ten stationary-state regimes.

We demonstrate that the large number of phases is due to the

asymmetric coupling breaking the symmetry between the lat-

tices enabling the current on each segment to fluctuate with far

fewer constraints than is able to do under a symmetric coupling

regime. One result of this is that while individual segments do

undergo numerous phase transitions there are no more system-

wide phase transitions to be found. Also, a small asymme-

try becomes evident, ultimately caused by a slight breaking

of the particle-hole symmetry at the linking site. Extensive

Monte Carlo computer simulations generally support theoreti-

cal predictions, although simulated stationery-state properties

slightly deviate from calculated in the mean-field approxima-

tion, suggesting the importance of correlations in the system.
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Dynamic properties and phase diagrams are discussed by ana-

lyzing constraints on the particle currents across the channels.

[1] B. Derrida, M.R. Evans, V. Hakim and V. Pasquiert, J.

Phys. A: Math. Gen. 26, 1493 (1993).

[2] E. Pronina and A.B. Kolomeisky, J. Phys. A: Math. Gen.

37, 9907 (2004).

[3] A.B. Kolomeisky, J. Phys. A: Math. Gen. 31, 1153 (1998).

Nonlinear theory of quantum Brownian motion.

R. Tsekov
DWI, RWTH, Aachen, Germany.

A nonlinear theory of quantum Brownian motion in classical

environment is developed based on a thermodynamically en-

hanced Schrödinger equation [R. Tsekov, arXiv:0711.1442v2].

Since the included local entropy and action depend on the wave

function, it is a nonlinear Schrödinger equation. Therefore, the

superposition principle is not valid anymore and the energy

levels of the Brownian particle permanently change in time.

The entropy represents an original thermodynamic DFT po-

tential and some specific statistical properties of the Brownian

particle can be modeled via its dependence on the probability

density. For instance, the Boltzmann entropy leads to the loga-

rithmic Schrödinger equation. The action induces frictional de-

coherence, which is similar to that in the Schrdinger-Langevin

equation. This nonlinear Schrödinger equation is transformed

via dissipative Bohmian mechanics into a nonlinear quantum

Smoluchowski equation, which is proven to reproduce key re-

sults from the quantum and classical physics. The application

of the theory to a free quantum Brownian particle results in a

nonlinear dependence of the position dispersion on time, being

quantum generalization of the Einstein law of Brownian mo-

tion. At large time the dispersion tends asymptotically to the

Einstein law, while at short time a purely quantum expression

holds. The characteristic time of decoherence, proportional

to the square of the thermal de Broglie wavelength divided

by the Einstein diffusion constant, marks the transition from

quantum to classical diffusion. For shorter times the classical

Einstein law violates the Heisenberg principle due to the equi-

librium momentum dispersion. According to the present the-

ory, the non-equilibrium momentum dispersion exhibits non-

exponential decay in time. It satisfies the Heisenberg principle

at any time and reduces at infinite time to the well-known

equilibrium momentum and position dispersions. This non-

equilibrium expression describes the spreading of a Gaussian

wave packet continuously monitored by the thermal bath. This

happens via reversible and irreversible entropy changes, which

according to the Shannon theory are equivalent to information

exchange. Therefore, the measurements are not a privilege of

the human being only. They exist in any open system divided

to observable subsystem and non-observable environment.

[1] R. Tsekov, arXiv:0711.1442v2 [quant-ph]

Information geometrical study of Trp-cage folding
dynamics.

C.-Y. Tseng1, C.-P. Yu2 and H.C. Lee1,2

1Graduate Institute of Systems Biology and Bioinformatics.
2Department of Physics, National Central University, Jhongli,

Taiwan.

In protein-folding research, two major areas are studied con-

stantly: 1) predicting a protein’s native configuration and 2)

discovering its folding dynamics. Because complicated atomic

interactions among proteins and between proteins and solvents

create a complicated energy landscape, a protein structure may

be trapped in a local energy minimum during the molecular

dynamic (MD) simulation. The problem can be overcome by

using the replica exchange technique (or “parallel tempering”),

based on aspects of the Monte Carlo method. Incorporating

the MD simulation with parallel tempering thus becomes one

of theoretical approaches to resolving the first issue. However,

there is a trade-off: the dynamics of the folding process will be

concealed under a vast sample space generated by the parallel

tempering technique. This sample space consists of an enor-

mous number of various protein configurations obtained from

simulations at different temperatures and times. To study the

dynamics of protein folding, we explore the use of information

geometry advocated by Caticha [1,2] and consider a two-stage

approach. First, we cluster proteins with similar configura-

tions (“microstates”), to reduce the degree of freedom in the

sample space. The overall cluster is defined as a “mesostate”, a

collection of the microstates. Next, we parameterize the sam-

ple space by specific physical quantities, such as energy or root

mean square distance of two structures, and we assign a prob-

ability distribution to each microstate and mesostate, accord-

ing to the method of maximum entropy. Thus, by determining

the dynamics of the protein-folding process, we are in fact ex-

ploring the evolution of the mesostate. Caticha has shown

that information geometry provides a natural way to study

the evolution of probability distributions [1]. An entropic fold-

ing dynamic is thus proposed. The well-studied, 20-residue

Trp-cage peptide designed by Neidigh et al. [3,4] is by far the

fastest folding protein known to us, and this process can be

simulated within a reasonable computational time. Therefore,

in this work, we demonstrate and analyze the entropic fold-

ing dynamics of the Trp-cage peptide. We utilize the AMBER

simulation package to conduct the MD simulations with the

parallel tempering technique, in which we consider 24 differ-

ent initial temperatures, given a random coil of the Trp-cage

peptide as an initial configuration. Each simulation is 140ns

long.

[1] A. Caticha, “Change, Time, and Information Geometry”

in Bayesian Inference and Maximum Entropy Methods in Sci-

ence and Engineering, edited by A. Mohammad-Djafari, AIP

Conf. Proc. 568, 72 (AIP, Melville, NY, 2001) [arXiv:math-

ph/0008018].
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Kinesin motor protein as an electrostatic machine.

G.P. Tsironis1, A. Ciudad2 and J.M. Sancho2

1Department of Physics, University of Crete and Foundation for

Research and Technology-Hellas, Heraklion, Greece.
2Departament dEstructura i Constituents de la Matèria, Facultat

de Fýsica, Universitat de Barcelona, Spain.

Kinesin and related motor proteins utilize ATP fuel to propel

themselves along the external surface of microtubules in a pro-

cessive and directional fashion [1,2]. Motion proceeds along a

single protofilament through sequential detachment of the ki-

nesin head that gets hydrolyzed and attachment of the other

head. One important feature of this step-like motion is that it

consumes one ATP molecule per step [3,4]. While a large num-

ber of mechanical, statistical as well as chemical models exits

for analyzing the kinesin dynamics there has not been much

interest in understanding the physical basis for the motion.

We show here though a simple yet not trivial model that we

can obtain all the essential experimentally determined kinesin

walk features if we take as a basis for the motion the electro-

static interactions between kinesin and microtubule. Due to

the different polarity charges of ATP and ADP the interaction

between kinesin and the microtubular surface is fluctuating

leading to time varying electrostatic interactions. We show

that the observed step-like motion is possible through time

varying charge distributions furnished by the ATP hydrolysis

circle while the static charge configuration on the microtuble

provides the guide for motion [5]. As a result, while the chemi-

cal hydrolysis energy induces appropriate local conformational

changes, the motor translational energy is fundamentally elec-

trostatic. Numerical simulations of the mechanical equations

of motion show that processivity and directionality are direct

consequences of the ATP-dependent electrostatic interaction

between kinesin and microtubule. Furthermore, electrostatic

calculations show that the ATP charge upon entry in kinesin

may interact and thus influence ADP expulsion from the teth-

ered head.

[1] R. A. Cross, TRENDS in Biochemical Sciences 29, 301
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[5] A. Ciudad, J.M. Sancho and G.P. Tsironis, J. Biol. Phys.

32, 455 (2006).

Fractional differential equation for subrecoil laser
cooling.

V.V. Uchaikin and R.T. Sibatov
Ulyanovsk State University, Ulyanovsk, Russia.

A new technological process in nanophysics called subrecoil

laser cooling has undergone spectacular progress during the

last two decades (see [1] and the bibliography therein). The

use of resonant exchanges of momentum between atoms and

laser light photons allowed to obtain samples of atoms at tem-

peratures in the nanokelvin range corresponding velocities in

the mm/s range. The cooling process may be interpreted as a

random walk of atoms in momentum space with a jump rate

R(p) continuously depending on the atom momentum p in

such a way that R(0) = 0. An atom can stay near the origin

for a long time θ and then leaves it for diffusion motion over

the rest momentum space up to the next hit on the trap af-

ter time τ . Both these times are considered to be mutually

independent random variables with pdf’s q0(t) and qτ (t) re-

spectively. Thus we can restrict ourselves to consideration of

a two state jump process (diffusion-rest-diffusion-res-...). So

that each realization of the random history of an atom leav-

ing the trap at the moment t = 0 can be represented by a

sequence of independent τ1, θ1, τ2, θ2, τ3, θ3, ... Trajectories of

different atoms are considered to be independent too.

The cooled atoms consideration N0(t) is proportional to the

probability of finding the atom at the origin range, f0(t). The

latter function is expressed through the integral

f0(t) =

t∫
0

[F (t′)− F ′(t′)]dt′

from the difference of transition rates of return times F (t)

and of exit times F ′(t) obeying the integral equation system

(under condition that the motion starts with leaving the trap):

F (t) = qτ (t) +

t∫
0

F ′(t− t′)qτ (t′)dt′,

F ′(t) =

t∫
0

F (t− t′) q0(t′)dt′.

As shown in [1], Prob(θ > t) ∝ t−α and Prob(τ > t) ∝ t−β ,

0 < α, β < 1, t → ∞. Using this assumption, the Laplace

transform and the Tauberian theorem we prove in this report

that the asymptotical term of the f0(t) obeys the differential

equation with fractional derivatives of the Riemann-Liouville

type:

[0D
α
t + b0D

β
t ]f0(t) =

1

Γ(1− α)
t−α.

The solution obtained by means of Green function method is

the form

f0(t) = tα−βEα−β,α+1−β(−btα−β)

and conforms with results of numerical simulation according

to the integral equation system.

This work is supported by Russian Foundation for Basic Re-

search (grant 07-01-00517).

[1] F. Bardou, J.-P. Bouchaud, A. Aspect and C. Cohen-

Tannoudji Lévy Statistics and Laser Cooling, (Cambridge

Univ. Press, 2002).

Dynamic behaviors in directed networks: Syn-
chronization and opinion dynamics.

J. Um1, S.-G. Han2 and B.J. Kim2

1Department of Physics, POSTECH, Korea.
2Department of Physics, Sungkyunkwan University, Korea.

Synchronization behavior of nonidentical Kuramoto-type

phase oscillators [1] and the opinion dynamics of a simple voter
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model [2] are numerically studied in a directed network which

embeds a hierarchical tree. We start from the directed pure

tree structure, and visit each edge one by one. At a given split-

ting probability p, each incoming edge weight is halved and an

additional incoming edge of the half weight is added from a

randomly chosen other vertex. The resulting directed network

contains the original tree structure and the in-strength of each

vertex is conserved to be unity.

The equations of motion for Kuramoto-type nonidentical phase

oscillators put on vertices of the above built network of the size

N are written as

d θi

d t
= Ωi +K

N∑
j=1

Wij sin (θj − θi) ,

where θi is the phase of the ith oscillator, Ωi is the uncorre-

lated quenched intrinsic frequency, K is the coupling strength

and Wij is the weighted adjacency matrix element for the di-

rected link from j to i. As more edges are split, i.e., as p is

increased, the synchronization order parameter first decreases,

and then increases beyond the value for the original tree struc-

ture corresponding to p = 0.

In order to study opinion dynamics of the voter model in di-

rected networks, we slightly break the Z2 symmetry in the

conventional voter model and let one opinion (σ = 1) has a

bigger chance to be accepted than the other (σ = −1) with

the opinion of the top vertex fixed to σ = −1. Via extensive

numerical simulation, it is seen that if the number of split edges

is not so big, the whole system often falls into a situation that

majority of population agrees on the worse opinion (σ = −1).

As more and more edges are split to make the network struc-

ture much different from the one of the pure tree, more voters

are found to agree on the better opinion. From these findings,

we conclude that network structures with a more abundant

bidirectional information channels can yield a bigger scale of

collective emergent behaviors.

[1] J.A. Acebrón, L.L. Bonilla, C.J.P. Vicente, F. Ritort and

R. Spigler, Rev. Mod. Phys. 77, 137 (2005).

[2] See, e.g., C. Castellano, D. Vilone and A. Vespignani, Eu-

rophys. Lett. 63, 153 (2003) and references therein.

Topological phases in the Kitaev honeycomb
lattice model on tours.

J. Vala, G. Kells, A.T. Bolukbasi and N. Moran
Department of Mathematical Physics National University of

Ireland, Maynooth, Ireland.

We investigate low energy spectral properties of quantum lat-

tice models which are believed to form topologically ordered

states known also as topological phases. Our particular focus is

on the Kitaev honeycomb spin-1/2 lattice model [1]. In the ab-

sence of external magnetic field, the model is exactly solvable

and its phase diagram exhibits a gapless phase and an abelian

topological phase whose effective description is given by the

Z2 × Z2 topological field theory. As known from the pertur-

bation theory, a weak magnetic field has no dramatic effect on

the abelian topological phase but turns the gapless phase into

a non-abelian topological phase whose effective description is

given by the SU(2)2 theory. The quasiparticle excitations of

this phase are nonabelian anyons satisfying the Ising fusion

rules.

We particularly study the Kitaev honeycomb lattice on torus

[2]. We describe symmetries of this model and review the per-

turbative mapping of its abelian topological phase onto the

Z2 × Z2 square lattice model known as the toric code. We

provide the classification of finite size effects on the model low-

energy spectral properties [3]. In this context, special attention

is given to the thin-torus limit and related conformal field the-

ory data. We then investigate properties of the model’s vortex

excitations. We complete this part with discussion of topolog-

ical degeneracy of the model [2].

We then proceed to numerical investigation of the non-abelian

topological phase in the perturbative limit of weak magnetic

field [4] and beyond. The weak field is modeled by an effective

three body interaction term which does not commute with the

bare Hamiltonian but commutes with the vortex operators. In

this regime, we observe that the magnetic field is able to induce

level crossing of states belonging to the same vortex sector. We

also investigate the model in strong field regime modeled by

the full Zeeman term which allows for dynamics of vortices.

We conclude with discussion of the topological phase tran-

sitions in the model and brief review of other lattice mod-

els whose low energy spectra provide realization of topological

field theories.

[1] A. Kitaev, Ann. Phys. 321, 2 (2006).

[2] G. Kells et al., Topological Degeneracy and Vortex Ma-

nipulation in the Kitaev Honeycomb Model, submitted (2008);
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Lattice Model, in preparation.

[4] V. Lahtinen et al, Spectrum of the Non-Abelian Phase in

Kitaev’s Honeycomb Lattice Model, Ann. Phys. (2008), in

press; arxiv.org/abs/0712.1164[cond-mat.mes-hall].

Dynamics of three interacting species in single
compartment and in spatially extended system
by moment equations.

D. Valenti1, L. Schimansky-Geier2, B. Spagnolo1

1Dipartimento di Fisica e Tecnologie Relative, Università di

Palermo and CNISM-INFM, Unità di Palermo, Group of Interdis-

ciplinary Physicsy, Italy.
2Institut für Physik, Humboldt Universität zu Berlin, Germany

Real ecosystems are influenced by random fluctuations of en-

vironmental parameters, such as temperature, food resources,

migrations, genetic changes. This caused, during last decades,

an increasing interest on the role played by the noise in popula-

tion dynamics [1]. In systems governed by nonlinear dynamics

the presence of noise sources can give rise to counterintuitive

phenomena like stochastic resonance, noise enhanced stabil-

ity, resonant activation, noise delayed extinction [2,3]. There-

fore, the stability of biological systems in the presence of noise

sources has become one of the most relevant topics both in ex-

perimental and theoretical investigations on complex systems

[4]. In this work we consider the dynamics of three interacting

species, two preys and one predator, in the presence of two

different kinds of noise sources. To describe the spatial distri-

butions of the species we use a model based on Lotka-Volterra

(LV) equations. A correlated dichotomous noise acts on β,

the interaction parameter between the two preys, and a multi-

plicative white noise affects directly the dynamics of each one

of the three species. Using low levels of multiplicative noise

we analyze the system dynamics for two different values of β,

βdown and βup, which determines respectively the coexistence
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and exclusion regimes for the system. Successively we consider

β as a stochastic process governed by a periodical driving force

in the presence of a dichotomous noise. This causes the inter-

action parameter β to switch quasi-periodically between βdown

and βup. As a consequence, a dynamical regime appears where

coexistence and exclusion alternatively take place. In this con-

dition we study the time behaviour of the three species in a

single compartment system, for different values of the multi-

plicative noise intensity. Afterwards we consider a spatially

extended system formed by a two-dimensional spatial domain,

i.e. a square lattice with N ×N sites, and we write the three

species equations adding a diffusion term [5]. Then, by apply-

ing a mean field approach, we obtain the corresponding mo-

ment equations in Gaussian approximation. Within this for-

malism we get the time behavior of the first and second order

moments for different values of the multiplicative noise inten-

sity, according to the procedure followed in the single compart-

ment case.
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Fracture and earthquake physics in a non exten-
sive view.

F. Vallianatos

Laboratory of Geophysics and Seismology, Technological Educa-

tional Institute of Crete, Greece.

It is well known that the Gutenberg-Richter (G-R) power law

distribution has to be modified for large seismic moments be-

cause of energy conservation and geometrical reasons. Several

models have been proposed, either in terms of a second power

law with a larger b value beyond a crossover magnitude, or

based on a magnidute cut-off using an exponential taper. In

the present work we point out that the non extensivity view-

point is applicable to seismic processes. In the frame of a non-

extensive approach which is based on Tsallis entropy we con-

struct a generalized expression of Gutenberg-Richter (GGR)

law. The existence of lower or/and upper bound to magni-

tude is discussed and the conditions under which GGR lead

to classical GR law are analysed. For the lowest earthquake

size (i.e., energy level) the correlation between the different

parts of elements involved in the evolution of an earthquake

are short-ranged and GR can be deduced on the basis of the

maximum entropy principle using BG statistics. As the size

(i.e., energy) increases, long range correlation becomes much

more important, implying the necessity of using Tsallis entropy

as an appropriate generalization of BG entropy. The power law

behaviour is derived as a special case, leading to b-values being

functions of the non-extensivity parameter q.

Furthermore a theoretical analysis of similarities presented in

stress stimulated electric and acoustic emissions and earth-

quakes are discussed not only in the frame of GGR but taking

into account a universality in the description of intrevent times

distribution. Its particular form can be well expressed in the

frame of a non extensive approach. This formulation is very

different from an exponential distribution expected for simple

random Poisson processes and indicates the existence of a non-

trivial universal mechanism in the generation process. All the

aforementioned similarities within stress stimulated electrical

and acoustic emissions and seismicity suggests a connection

with fracture phenomena at much larger scales implying that

a basic general mechanism is “actively hidden” behind all this

phenomena.
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Thermodynamics of relativistic fluids.

P. Ván

KFKI Research Institute for Particle and Nuclear Physics,

Budapest.

The relativistic fluid dynamical approach to describe the evo-

lution of matter created in heavy-ion collisions was initially

proposed by Landau. Ever since then, it has been successfully

applied to model and predict the outcome of colliding differ-

ent heavy ions at wide range of energies. Recently dissipative

phenomena was detected at RHIC, hence the different theories

of viscous heat conducting relativistic fluids is revisited and

applied in the evaluation of the experiments. Therefore the

theory of relativistic dissipative fluids is subject of intensive

research.

It is well known, that the simplest generalization of Fourier-

Navier-Stokes equations is acausal and shows generic instabil-

ities. There are several competing alternate theories to resolve

these problems, most of them are extending the set of inde-

pendent fields to create a hyperbolic set of equations and to

suppress the instabilities.

Our analysis of the stability problem reveals, that the physical

background of the instabilities is in the identification of the

local rest frame time-spacelike and space-timelike components

of the energy-momentum tensor, the energy flux and the mo-

mentum density. In simple fluids they should be equal because

of the symmetry of the energy-momentum tensor Tab, but the

former is related to dissipative and the later to nondissipative
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phenomena. A second law analysis shows that the internal

energy of relativistic dissipative fluids should be the absolute

value of the energy vector E =
√
EaEa =

√
ubT baTacuc in-

stead of the energy density e = uaTabub [1,2]. The mentioned

generic instabilities are eliminated with the new definition.

The corresponding consequences to equilibrium thermodynam-

ics are treated. Equilibrium and non-equilibrium tempera-

tures, transformation properties (Planck-Ott paradox, etc.)

are investigated. Some implications to statistical physics and

kinetic theory are mentioned.
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Superstatistical distributions from maximum
entropy principle.

E. Van der Straeten and C. Beck

School of Mathematical Sciences, Queen Mary University of

London, UK.

In this poster we will present some very recent results about

the application of the maximum entropy principle in the con-

text of superstatistics. The crucial assumption of the latter

theory is that the statistical description of certain complex,

non-equilibrium systems can be split into two levels that have

a large time scale separation [1]. The total system is divided

into cells that are in local equilibrium but the temperature of

the different cells don’t have to be equal. As a consequence, it

is a very good approximation to describe the properties of the

different cells using the standard Boltzmann-Gibbs formalism.

The major problem is the determination of the distribution of

the temperature at the higher level of the total non-equilibrium

system. Usually, the only information available about a system

are the average values of some observables. Therefore, it is nat-

ural to use the maximum entropy principle to obtain the least

biased distribution, given some constraints, for the distribution

of the temperature. It is known that the outcome of the max-

imum entropy principle is crucially dependent on the choice of

constraints. To illustrate this in the present context we study

some theoretical examples and discuss different choices of con-

straints from a quantum mechanical and from a classical point

of view. We derive explicit formulas for the distribution of the

temperature for a set of non-interacting quantum harmonic os-

cillators and for a classical ideal gas. As a practical example

we apply the general theory to velocity time series measured in

turbulent Taylor-Couette flow [2]. The velocity differences in

turbulent Taylor-Couette flow are already studied in the con-

text of superstatistics [3]. The authors show that a clear time

scale separation shows up in the time series and that the log

normal distribution gives a very good fit to the distribution of

the temperature. We expect that the theory of superstatistics

will also be usable to study directly the velocity time series

measured in turbulent Taylor-Couette flow and that one can

extract a distribution of the temperature from the time series

along the lines of [3].
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Seismic electric signals and natural time.

P. Varotsos, N. Sarlis, E. Skordas and M. Lazaridou
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Seismic Electric Signals (SES) activities are low frequency

(≤ 1Hz) electric signals that precede earthquakes and are emit-

ted from the focal area when the stress reaches a critical value

[1]. It is the first aim of the present paper to review the cur-

rent efforts towards distinguishing SES from similarly looking

signals of artificial origin (e.g., cultural noise). We show that

modern techniques (e.g. detrended fluctuation analysis (DFA),

multifractal DFA, etc.), when treated in the usual (conven-

tional) time domain, cannot distinguish SES activities from

artificial signals, but they do when applied to a new time time

domain -termed natural time- suggested recently [2]. The same

is achieved when employing the entropy in natural time [3].

Beyond the distinction of SES activities (critical dynamics)

from similar looking signals of different dynamics, natural time

enables the shortening of the time-window of the impending

mainshock [4]. Precise examples are presented for the following

earthquakes (EQs) of various magnitudes (M) that occurred

in Greece [5]: (a) The three magnitude 6.0 class EQs in the

Aegean sea on October 2005, (b) The two ≈M6.0 EQs close to

Zakynthos island in western Greece during April 2006, (c) An

M5.8 EQ on June 29,2007 in Northwestern Greece, (d) The

M6.5 EQ in southwestern Peloponese on January 6,2008 that

was also felt in adjacent countries (South Italy and Western

Turkey), (e) The M6.9 EQ close to southwestern Peloponese

on February 14, 2008. In all these cases, the relevant SES ac-

tivities have been recognized (and submitted for publication)

well in advance and, in addition, their time-window was deter-

mined to be a few days at the most.

[1] P.A. Varotsos and K. Alexopoulos, Thermodynamics of

Point Defects and their Relation with Bulk Properties, (North

Holland, Amsterdam, 1986); P. Varotsos, The Physics of Seis-

mic Electric Signals, TERRAPUB, Tokyo, (2005).

[2] P.A. Varotsos, et al., Practica of Athens Academy 76 294,

(2001); Phys. Rev. E 66 011902, (2002); ibid. 67 021109,

(2003).

[3] P.A. Varotsos, et al., Phys. Rev. E 68 031106, (2003).

[4] P.A. Varotsos, et al., J. Appl. Phys. 103 014906, (2008).

[5] P.A. Varotsos, et al., Phys. Rev. E 73 031114, (2006); ibid.

74 021123, (2006); arXiv:0711.3766[cond-mat.stat-mech].

Absorbing phase transitions in coevolving net-
works.

F. Vazquez
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(CSIC-UIB), Palma de Mallorca, Spain.

Since the investigation of networks by statistical physicists be-

gan, the research has been focus in many aspects. One of this

is related to the study of different dynamical processes on net-

works, such as epidemic spreading in biology, reaction-diffusion

in chemistry, opinion formation in sociology, etc. Most of these
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studies assume that the network of interactions is fixed. How-

ever, in many real cases, the topology of the network is affected

by the state of the nodes and vice versa, so that the network

adapts to the process. In recent studies on adaptive networks

people have observed a peculiar type of absorbing phase tran-

sition [1,2,3]. In these models, a node can change its state by

interacting with its neighbors, and at the same time, links can

be rewired depending on the state of the nodes at their ends.

In this way, the dynamics of nodes and links are not indepen-

dent, but they coevolve. It is found that when the rewiring is

fast enough compare to the rate at which nodes update their

states, the network breaks into disconnected components, each

composed by nodes holding the same state. In order to under-

stand the mechanism of this fragmentation transition I intro-

duce a simple model [4], that possesses all the ingredients of

related models, and has the advantage of being analytically

tractable. A mean-field approximation reveals an absorbing

transition from an active to a frozen phase at a critical value

of the rewiring probability pc = µ−2
µ−1

that only depends on

the average degree µ of the network. In finite-size systems,

the active and frozen phases correspond to a connected and a

fragmented network respectively. The transition can be seen

as the sudden change in the trajectory of an equivalent ran-

dom walk at the critical point, resulting in an approach to the

final frozen state whose time scale diverges as τ ∼ |pc − p|−1

near pc. The mean-field approach can be extended to study

the time evolution of the system in generic interacting agents

models on complex networks.

[1] S. Gil and D.H. Zanette, Phys. Lett. A 356, 89 (2006).

[2] P. Holme and M.E.J. Newman, Phys. Rev. E 74, 056108

(2006).

[3] F. Vazquez, J. C. Gonzalez-Avella, V. M. Egúıluz and M.
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Generalized fractional Fokker-Planck equation
for anomalous diffusion: The Gaussian statistics
recovered.

A. Veksler and R. Granek
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of The Negev, Beer-Sheva, Israel.

The problem of anomalous diffusion is important for a wide

variety of systems, such as fluids, glasses, polymers, proteins

etc. It is characterized by a mean square displacement evolv-

ing in time as a power-law 〈x2〉 = 2D0 tα, where α is called

the anomalous diffusion exponent. However, a Fokker-Planck-

like equation which can describe a stationary Gaussian process

with anomalous-diffusion behavior, such as the one described

by the Generalized Langevin equation, is still missing. We

propose a generalization to the fractional Fokker-Planck equa-

tion [1], based on a series expansion in spatial and fractional

time derivatives and powers of the Fokker-Planck operator.

The proposed generalized fractional Fokker-Planck equation

(GFFPE), in one spatial dimension, is of the form

∂tP (x, t) =
∑

k

0D
1−kα
t Ck∂

k
x

(
β U ′(x) + ∂x

)k
P (x, t) ,

where P (x, t) is the probability distribution function (PDF);

∂t and ∂x stand for space and time derivatives respectively;

0D
1−α
t is the fractional Riemann-Liouville operator defined

through [1,2]:

0D
1−α
t ≡

1

Γ(α)

∂

∂ t

∫ t

0

P (x, t′)

(t− t′)1−α
dt′ ,

and is a fractional extension of an integer derivative; β ≡
1/kBT is the reciprocal temperature and U(x) is the poten-

tial. Note that the operator (β U ′(x) + ∂x) appears also in

the common Fokker-Planck equation. Naturally, our GFFPE

maintains the Boltzmann distribution as its equilibrium solu-

tion.

In the potential-free case, U = 0, the moments of x are required

to obey the Gaussian statistics by means of Wick’s theorem.

This is achieved by an appropriate choice of the coefficients

Ck, performed order-by-order. Consequently, our expansion is

equivalent to writing the approximate PDF by means of its

moment expansion. We can obtain the Gaussian distribution

to the desired accuracy by keeping the expansion to the ap-

propriate order.

In order for our GFFPE to be physically meaningful, the co-

efficients Ck should not depend on the potential U . However,

they may depend on the characteristics of the anomalous dif-

fusion (e.g., on α), which are attributed to the properties of

the embedding medium. When applying our GFFPE to the

case of the constant force, we obtain the Einstein relation,

〈(x− 〈x〉)2〉 = 2〈x〉/βf (where f is the constant force). Higher

order moments obey, again, Wick’s theorem to the prescribed

order of the expansion.

We apply our GFFPE to first passage time problems of the

potential-free and constant-force cases, and compare the re-

sults to the corresponding solutions of the fractional Fokker-

Planck equation [1] and the fractional diffusion equation [2].

We further propose to use our GFFPE for treating other out-

standing problems, such as the anomalous diffusion under an

harmonic potential and the Kramers’ escape problem [1,3-5],

that is used in chemical and biochemical reactions.

[1] R. Metzler and J. Klafter, Phys. Rep. 339, 1 (2000).

[2] R. Metzler and J. Klafter, Physica A 278, 107 (2000).

[3] R. Metzler and J. Klafter, Chem. Phys. Lett. 321, 238

(2000).

[4] W. Min and X.S. Xie, Phys. Rev. E 73, 010902(R) (2006).

[5] I. Goychuk and P. Hänggi, Phys. Rev. Lett. 99, 200601

(2007).

Generating function approach to thermodynam-
ics based on time averages.
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Instituto de F́ısica, Universidad Nacional Autónoma de México,
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We derive the statistical-mechanical expressions obtained via

the method of time averages [1,2] by considering a renewal

stochastic process. Our approach is based on the introduction

of a generating function for the n-th event occurrence. This in-

volves weighting the probability distribution function ψn(t) for

the n-th event taking place at time t by a factor zn. For identi-

cal independent events (IIEs) the ψn(t) are determined in turn

from the distribution function for a single event ψ(t) occurring

at time t, and this is provided in the usual straightforward

way by repeated convolutions of ψ(t). When the weight pa-

rameter z is assigned a functional dependence on the system’s
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relevant parameters the generating function is seen to repre-

sent the partition function of a statistical-mechanical system

from which a free energy (or Massieu entropy function) is ob-

tained via standard procedures. Within the consideration of

IIEs, and according to the specific choice of the functional form

of z on, say, the configurational energy of the system, we ob-

tain, amongst other possibilities, the Boltzmann-Gibbs or the

Tsallis general expressions. Boltzmann-Gibbs statistics is ob-

tained by assuming an exponential dependence inside z while

Tsallis statistics follows from a q-deformed exponential form.

Thus, the type statistical-mechanical structure produced by

our generating function approach is determined by the man-

ner in which the renewal events are weighted and not by the

nature of the renewal process itself. We further illustrate our

formalism by considering the Weierstrass renewal processes of

IIEs introduced by Hughes, Montroll and Schlesinger that con-

sists of a single event distribution ψ(t) composed of an infinite

number of exponentially decaying processes [3]. Depending

on the relative presence of low frequency events the Weier-

strass process exhibits either exponential or power law time

decay in the limit of infinite events n → ∞. In the former

case our generating function approach recovers the Botzmann-

Gibbs statistics. For the latter case we determine the resultant

statistical-mechanical structure.
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Tsallis statistics framework for the information
bottleneck method in unsupervised learning
applications.

R.C. Venkatesan
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The information bottleneck (IB) method [1] is formulated

within the ambit of the generalized statistics of Tsallis [2,3].

The IB method, which has recently received much attention

in machine learning and communications theory significantly

improves upon rate distortion (RD) theory in lossy data com-

pression [4].

Given a source alphabet X ∈ X and its compressed represen-

tation (reproduction alphabet) X̃ ∈ X̃, RD theory possesses an

intrinsic shortcoming, in that it a-priori specifies the nature of

the distortion measure. This is tantamount to an a-priori spec-

ification of the features of interest in X to be contained in X̃.

RD theory lacks the framework to specify the features of inter-

est in X that are relevant to a given study. To ameliorate this

drawback, the IB method introduces another variable Y ∈ Y
(the relevance variable). The crux of the IB method is to si-

multaneously minimize the compression information Iq(X; X̃)

and maximize the relevance information Iq(X̃;Y ).

Specifically, the IB method extracts structure from X via

data compression, followed by a quantification of the infor-

mation contained in the extracted structure with respect to

Y . Thus, the IB method “squeezes” the information between

X and Y through a bottleneck X̃, via the Markov condition

Y ← X ← X̃. A recent study [5] is extended to formulate

a generalized Information Bottleneck (gIB) method. Solution

of the gIB model employs the data processing inequality, pos-

sessed by un-normalized Tsallis entropies for values of q > 1.

A candidate gIB model is obtained via variational extremiza-

tion of a Lagrangian obtained by subjecting the generalized

mutual entropy for q > 1 to the additive duality q∗ = 2−q [5]:

Lq∗

gIB [p(x̃ |x )] = Iq∗
(
X; X̃

)
− β̃gIBIq∗

(
X̃;Y

)
, (1)

contingent to the normalization of p (x̃ |x ). Here, β̃gIB is

the nonadditive trade-off parameter for the simultaneous min-

imization and maximization described by (1). Next, employing

normalized Tsallis mutual entropies [6] expressed in terms of

the escort probability, the following gIB Lagrangian is sub-

jected to variational minimization for 0 < q < 1:

Lq
gIB [P (x̃ |x )] = IE

q

(
X; X̃

)
− β̃E

gIBI
E
q

(
X̃;Y

)
,

contingent to the normalization of the escort transition

probability P (x̃ |x ). Here, β̃E
gIB is the nonadditive trade-off

parameter.

The unique result of IB theory defining the Kullback-Leibler

divergence between p(Y |X) and p(Y |X̃) as the effective dis-

tortion measure, is shown to carry over into the nonadditive

regime. Iterative algorithms for the gIB models are formulated

based on a nonadditive alternating minimization procedure

[5], in conjunction with the marginal distributions and

the Markov consistency conditions. Numerical simulations

demonstrate the superior performance of the the gIB models

for data clustering, vis-á-vis the Boltzmann-Gibbs-Shannon

model.

This work was performed under the auspecies of RAND-MSR

contract CSM-DI & S-QIT-101107-2005.
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In the last decades social phenomena have been a subject of

study of statistical physics through models for opinion dynam-

ics [1] and for collective actions resulting of inductive agents

individual decison making (so called Keynesian beauty con-

tests) [2]. Extensive work have also been published on the
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statistical mechanics of inductive agents modeled as artificial

neural networks [3]. We here propose two scenarios involv-

ing interacting adaptive agents represented by simple Boolean

perceptrons trained by on-line Perceptron learning rules. In

the first scenario, we extend [4] by introducing a population

with two kinds of perceptrons playing the minority game. The

first group composed by α
√
K highly adaptive (high learning

rate) perceptrons and the second composed by K conservative

(small learning rate) perceptrons. At each round in the game,

agents that successfully predict the minority opinion receive a

payoff inversely proportional to the size of this minority. Us-

ing simulations we observe that for α small an exploitative

phase with adaptive agents obtaining higher than the aver-

age gains emerges. For α large enough we have observed a

self-defeating phase where adaptive agents under-perform con-

servative agents. We also study this scenario using genetic al-

gorithms to co-evolve efficient algorithms for playing the game,

the best on-line learning rule that evolves significantly differs

from the usual Perceptron algorithm. In the second scenario

we study the opinion dynamics of a population of Boolean

perceptrons deciding on the classification of an issue. This

scenario being an extension of a model with continuous opin-

ions and discrete decisions (CODA) recently proposed in [5].

At each interaction, agents react to the observed decisions of

their neighbors in a social network. By simulation, we ob-

serve the spontaneous emergence of dominions with extremely

confident (strong synaptic connections) agents with opposite

opinions. For both scenarios we simulate a number of varia-

tions and discuss possible strategies for analytical treatment.

[1] C. Castellano, et al., Statistical Physics of Social

Dynamics, arXiv:0710.3256[physics.soc-ph]; D. Stauf-

fer, Opinion Dynamics with Hopfield Neural Networks,

arXiv:0712.4364[physics.soc-ph].

[2] D. Challet, M. Marsili and Y.-C. Zhang, Minority Games:

Interacting Agents in Financial Markets, OUP, (2005).

[3] A. Engel and C. Van den Broeck, Statistical Mechanics of

Learning, CUP, (2001).

[4] R. Metzler et al., I. Interacting Neural Networks, Phys.

Rev. E 62, 2555 (2000).

[5] A.C.R. Martins, Continuous Opinions and Dis-

crete Actions in Opinion Dynamics Problems,

arXiv:0711.1199[physics.soc-ph].

First-passage times in complex scale invariant
media.

R. Voituriez1, O. Bénichou1, S. Condamin1, V. Tejedor1

and J. Klafter2

1Université Pierre et Marie Curie-Paris 6, Laboratoire de Physique

Théorique de la Matière Condensée, UMR, Paris, France.
2School of Chemistry, Tel Aviv University, Israel.

How long does it take a random walker to reach a given tar-

get point? This quantity, known as a first passage time (FPT),

has led to a growing number of theoretical investigations over

the last decade. The importance of FPTs originates from the

crucial role played by first encounter properties in various real

situations, including transport in disordered media, spread-

ing of diseases or target search processes [1]. Most methods

to determine the FPT properties in confining domains have

been limited to effective 1D geometries, or for space dimen-

sions larger than one only to homogeneous media.

I will first introduce a general theory which allows one to eval-

uate the mean FPT (MFPT) in complex media [2]. This an-

alytical approach provides a universal scaling dependence of

the MFPT on both the volume of the confining domain and

the source-target distance. I will show that this analysis is

applicable to representative models of transport in disordered

media and fractals.

Second, I will show that this framework is relevant to study

anomalous diffusion. Subdiffusive motion of tracer particles

in complex crowded environments, such as biological cells, has

been shown to be widepsread. This deviation from brown-

ian motion is usually characterized by a sublinear time depen-

dence of the mean square displacement (MSD). I will show

that first-passage observables provide tools to unambiguously

discriminate between possible microscopic scenarios of subdif-

fusion, and suggest experiments based on first-passage observ-

ables which could help in determining the origin of subdiffusion

in complex media.

[1] M. Shlesinger, First encounters, Nature 450, 40 (2007).

[2] S. Condamin, O. Benichou, V. Tejedor, R. Voituriez and J.

Klafter, First-passage times in complex scale invariant media,

Nature 450, 77 (2007).

[3] S. Condamin, V. Tejedor, R. Voituriez, O. Benichou and J.

Klafter, Probing the microscopic origin of confined subdiffu-

sion by first-passage observables, to appear in PNAS, (2008).

The future poverty hiding in cities.

D. Volchenkov

University of Bielefeld, Germany.

Expected urban population doubling calls for a compelling

theory of the city. Random walks and diffusions defined on

spatial city graphs spot hidden areas of geographical isolation

in the urban landscape going downhill.

Sociologists think that isolation worsens an area’s economic

prospects by reducing opportunities for commerce, and engen-

ders a sense of isolation in inhabitants, both of which can fuel

poverty and crime. Unfortunately, urban planners and gov-

ernments have often failed to take such isolation into account

when shaping the city landscape, not least because isolation

can sometimes be difficult to quantify in the complex fabric

of a major city. Many neighbourhoods are cut off from other

parts of the city by poor transport links and haphazard urban

planning, which can often lead to social ills [1].

We consider the representations of the set of automorphisms of

undirected graphs in a class of stochastic matrices that can be

interpreted as random walks and diffusions. We demonstrate

that the accessibility to a node in the graph can be estimated

by the expected first-passage time to it. Random walks in-

duce the structure of Euclidean space on undirected graphs.

It is remarkable that the first-passage times play the role of

the metric distances in the (N − 1)-dimensional probabilistic

Euclidean space set by random walks defined on an undirected

graph of size N [2].

The method accounting the average number of random turns

at junctions one would take to reach any particular place in the

city from various starting points could easily be used to iden-

tify isolated neighbourhoods in big cities with a complex web

of roads, walkways and public transport systems. For instance

the Bowery, which was a deprived district of New York for

most of the 20th century, can be seen as isolated from nearby

areas at the time. Another example we have studied is the

labyrinthine network of canals in Venice. We have found that
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one district - the Venetian Ghetto - jumped out as by far the

most isolated, despite being apparently well connected to the

rest of the city. On average, it took 300 random steps to reach

Ghetto, far more than the average of 100 steps for other places

in Venice [3].

In existing cities, efforts should be made to reconnect isolated

districts, perhaps by building tunnels and bridges.

[1] M. Chown, The Future Poverty Hiding In Cities, New

Scientist 3 November 2007, Magazine issue 2628, Lon-

don, http://www.newscientist.com/article/mg19626283.800-

equation-can-spot-a-failing-neighbourhood.html.

[2] Ph. Blanchard and D. Volchenkov, Spectral, Spatial, And

Temporal Features Of Urban Area Networks (239 pages, En-

glish) to be published by Springer Verlag (2008).

[3] Ph. Blanchard and D. Volchenkov, Intelligibil-

ity and first passage times in complex urban networks,

Proc. R. Soc. A doi:10.1098/rspa.2007.0329 (2008);

arXiv:0710.0996v2[physics.soc-ph].

Generalized log-likelihood functions and Breg-
man divergences.

T. Wada

Department of Electrical and Electronic Engineering, Ibaraki

University, Hitachi, Japan.

It is well known that likelihood function plays a key role in

many fields of statistics, e.g., statistical inference, statistical

physics, parameter estimation, maximum likelihood method.

Kullback-Leipler divergence (KLD) also has been well known

and often used as a distance-like measure between two prob-

ability density functions. Instead Naudts [1] and Topsøe [2]

recently have shown that the importance and usefulness of

Bregman divergences (BD) [3], which is defined in terms of

any convex function, and for an appropriate choice of this con-

vex function, the BD reduces to KLD.

On the other hand, the ubiquitous of Gaussian functions is

originally derived by Gauss himself, and his proof is now

known as Gauss’s law of error, in which log-likelihood func-

tion was used. It is shown recently that two different kinds of

one-parameter extensions [4] of Gauss’ law of error, in which

the standard log-likelihood function is generalized by utiliz-

ing either q-logarithm or κ-logarithm. These different one-

parameter deformations can be further unified in the two-

parameter extensions, which was originally proposed in infor-

mation theory by Sharma, Taneja and Mittal [5] as a two-

parameter extension of Shannon entropy. During further devel-

oping Gauss’ law of error to the two-parameter extension, it is

found that the relation between the generalized log-likelihood

functions and Bregman divergences. This relation reduces to

the known equivalence between standard Maximum likelihood

method and minimum KLD when the corresponding BD re-

duces to KLD.

[1] J. Naudts, Rev. Math. Phys. 16, 809 (2004); J. Ineq. Pure

and Appl. Math. 5, 1 (2004).

[2] F. Topsœ, AIP Conference Proceedings 965, 104 (2007).

[3] L.M. Bregman, USSR Comp. Math. Phys., 7, 200 (1967).

[4] H. Suyari and M. Tsukada, IEEE Trans. Inform. Theory

51, 753 (2005); T. Wada and H. Suyari, Phys. Lett. A 348,

89 (2006).

[5] B.D. Sharma and L.J. Taneja, Metrika 22, 205 (1975).

Variational principles in physics: from regular to
irregular
statistical dynamics.

Q.A. Wang

Institut Supérieur des Matériaux et Mécaniques Avancés du

Mans, France.

From the point of view of variational calculus for mechanics,

physics is divided into two realms. The first is the regular

dynamics of mechanistic system whose deterministic laws of

motion can be derived from variational principle such as least

action principle and virtual work principle, among other more

or less equivalent ones. The second realm is the random dy-

namics or statistical mechanics whose probabilistic laws of mo-

tion can be accounted for from variational principles such as

maximum entropy or entropy production. A matter of inves-

tigation is that actually there is no link between the two ax-

iomatic families. And worse, they are even contradictory and

mutually exclusive [1]. A trivial example for that is the failure

of the statistical interpretation of the second law marked by the

incompatibility between H theorem (entropy increase) and Li-

ouville’s theorem. In this work, we describe a global framework

capable of unifying the two families of principles for Hamilto-

nian system. The starting point is an extension of the virtual

work principle (VWP) to noised system. The effect of noise is

taken into account by probabilistic description of random dy-

namics following more than one path between two given states

and reaching many possible states from a given state. VWP

becomes δW = 0 with the average over all possible microstates

at a given moment. From this, a stochastic least action princi-

ple [2] δAab = 0 follows with the variation of Lagrangian action

Aab averaged over different paths between two fixed points a

and b in phase space. The outcomes in this framework are the

following. 1) For equilibrium system [3], δW = 0 is equiva-

lent to a maximum entropy algorithm δ(S− β U) = 0 where S

is the second laws entropy and U the internal energy. 2) For

nonequilibrium system, δW = 0 is equivalent to a maximum

entropy production algorithm δ[σ − η (V + E)] = 0, where E

is the kinetic energy related to nonequilibrium transport, V

is a potential related to the thermodynamic force driving the

motion, and σ is an entropy production. The second law is

justified through the applications to free gas expansion and

heat conduction. 3) δAab = 0 is equivalent to a maximum

path entropy algorithm δ(Sab − η Aab) = 0 which can yield

exponential path probability distribution of action. 4) For the

motion satisfying δAab = 0, the Hamilton’s equations exist

only statistically. A consequence is dρ/dt = (∂R/∂P ) ρ 6= 0

for given path where ρ is the phase space distribution, R the

random forces and P the momentum. This invalids the Li-

ouville’s theorem and the Poincaré’s recurrence theorem for

random noised dynamics.

The last point of this work is about the origin of variational

(maximum/minimum) principles in physics. Without resort to

teleological and metaphysical arguments, an answer is given

through a dialectical variational principle: any smooth motion

is determined by the interplay and balance of pairs of oppo-

site, mutually exclusive but complementary, mutually rooted

and transformable parts, say, Yi and Ya.
∑

(δYi − λ δYa) = 0.

Derivation of several known principles of physics is given.

[1] S.R. de Groot and P. Mazur, Non-equilibrium thermody-

namics, (Dover publications, New York, 1984).

[2] Q.A. Wang, Chaos, Solitons & Fractals, 23, 1253 (2004);

Astrophys. Space Sci. 305, 273 (2006).
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Generalized simulated annealing on complex
networks for modelling memory in psychology.

R.S. Wedemann1, R. Donangelo2 and L.A.V. de
Carvalho3

1Instituto de Matemática e Estat́ıstica, Universidade do Estado

do Rio de Janeiro, R. São Francisco Xavier, Brazil.
2Instituto de F́ısica, Universidade Federal do Rio de Janeiro,

Brazil.
3Progr. Eng. Sistemas e Computação - COPPE, Universidade

Federal do Rio de Janeiro, Brazil.

We have previously described neurosis in terms of mem-

ory functioning and proposed a neural network mechanism,

whereby neurotic behavior may be understood as an associa-

tive memory process in the brain. Memory was first modeled

by a Boltzmann machine (BM), represented by a complete

graph. Since it is known that brain neural topology is se-

lectively structured, we have further developed the memory

model, including known microscopic mechanisms that control

synaptic properties, showing that the network self-organizes to

a hierarchical, clustered structure.

The resulting power-law and q-exponential behavior for the

node degree distribution of the network’s topology suggest

that memory dynamics and associativity may not be well de-

scribed by Boltzmann-Gibbs (BG) statistical mechanics. We

thus model memory access dynamics by a generalization of the

BM called Generalized Simulated Annealing (GSA), derived

from the nonextensive formalism. In GSA, the probability

distribution of the energy states of the system’s microscopic

configurations is not the BG distribution, assumed in the BM,

and this should affect the chain of associations of ideas which

we are modelling. We illustrate the model with computer sim-

ulations.

[1] S. Thurner, Europhysicsnews 36, 218 (2005).

[1] C. Tsallis and D.A. Stariolo, Physica A, 233, (1996) 395–

406. [2] R.S. Wedemann, L.A.V. Carvalho and R. Donangelo,

Lecture Notes in Computer Science 4131, 543 (2006).

[3] R.S. Wedemann, R. Donangelo and L.A.V. Carvalho, Pro-

ceedings of Complexity, Metastability and Nonextensivity CT-

NEXT07, AIP 965, 342 (2007).

Quantum transport of atoms in optical lattices of
variable inversion symmetry.

M. Weitz

Institut für Angewandte Physik der Universität Bonn, Germany.

It is well known that transport properties of quantum objects

subject to a period potential depend critically on the parti-

cle’s band structure. In this picture, the more than 20 orders

of magnitude difference in electrical conductivity between an

isolator and a good conductor finds a natural physical expla-

nation. In recent years, atoms confined in periodic optical

potentials, so called optical lattices, have developed as power-

ful tools for the observation of solid state physics effects. So

far, the band structure has been exploited only for sinusoidal

lattice potentials, as can be realized with the ac Stark shift of

optical standing waves. In interesting experiments with such

standing wave lattices, Bloch oscillations and Landau-Zener

transitions have been observed [1].

In my talk, I will report on experiments studying the band

structure of optical lattices with variable inversion symmetry

and shape, as a step towards simulating the variety of po-

tential forms that nature provides us in the system of elec-

trons in natural crystals. We use a scheme that allow us

to Fourier-synthesize in principle arbitrarily shaped periodic

potentials for atoms. For the fundamental spatial frequency,

a usual standing wave lattice with λ/2 spatial periodicity is

used. Higher harmonics can be generated using the disper-

sion of multiphoton Raman transitions. A lattice potential of

spatial periodicity λ/2n, where n is an integer number, can

be realized with a transition of order 2n. By superimpos-

ing lattice potentials of different spatial periodicities, variable

periodic potentials for atoms can be Fourier-synthesized. At

present, lattice potentials with a spatial periodicity down to

λ/6 for a rubidium Bose-Einstein condensate are experimen-

tally observed.

In subsequent work, the band structure of both symmetric and

ratchet-type asymmetric lattice potentials was investigated.

The required variable lattice potential was generated by super-

imposing a conventional standing wave lattice of λ/2 spatial

periodicity with a λ/4 spatial periodicity multiphoton lattice.

We experimentally observe that the Landau-Zener tunnelling

rate between the first and second excited Bloch-band critically

depends on the relative phase of the two lattice harmonics [2].

Also, Bloch-oscillations have been recorded in the developed

lattice structures. It was observed that in pure multiphoton

lattices of period λ/2n the Bloch-period increases due to the

stronger localization in comparison to a usual standing wave

lattice [3]. The high spatial localization leads to a modifica-

tion of the effective atomic mass. In future, we plan to study

quantum transport in driven dissipationless ratchet-type lat-

tice structures, which holds prospects for Hamiltonian quan-

tum ratches [4].

[1] See e.g.: M. Raizen, Q. Niu and C. Salomon, Physics Today

50, 30 (1997).

[2] T. Salger, C. Geckeler, S. Kling and M. Weitz, Phys. Rev.

Lett. 99, 190405 (2007).

[3] T. Salger, G. Ritt, C. Geckeler, S. Kling and M. Weitz,

arXiv:0711.1772 [cond-mat.other].

[4] S. Denisov, L. Morales-Molina, S. Flach and P. Hänggi,

Phys. Rev. A 75, 063424 (2007).

Uncertainty relations in terms of Tsallis entropy.

G. Wilk1 and Z. W lodarczyk2

1The Andrzej So ltan Institute of Nuclear Studies, Warsaw,

Poland.
2Institute of Physics, Świȩtokrzyska Academy, Kielce, Poland.

Quantum-mechanical uncertainty relations for position x and

momentum p in the form of inequalities involving Shanon or

Renyi entropies had been derived by I. Bia lynicki-Birula some

time ago [1,2]. Here we present derivation and discussion of the

analogous uncertainty relations emerging from Tsallis entropy

Hα, which (for α ≥ β when H
(p)
α ≤ H

(x)
β ) have the following

inequality form
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H
(p)
α +H

(x)
β ≥

1

1− α

[(
β

α

) 1
2α

(
2β

h
dxdp

) α−1
α

− 1

]
.

The simplicity of these relations indicate that Tsallis en-

tropy is suitable characteristic of uncertainties quantum mea-

surements. The resulting limitations on the information con-

tent characterizing quantum system generalize results obtained

from Shanon entropies (to which they converge when α → 1

and β → 1. In particular, we shall pay special attention to

the following observation: whereas standard uncertainty rela-

tion, dxdp > h/2, is not a statement about accuracy of our

measuring instruments, the entropic uncertainty relations do

depend on it because they explicitly contain the volume of the

corresponding phase space, dxdp, determined by the accuracy

of measuring instruments. It turns out that for all entropies

considered so far (Shanon, Renyi and Tsallis) the sum of en-

tropies H
(p)
α +H

(x)
β becomes negative for large relative size of

the phase-space area dpdx/h. However, whereas for Shannon

and Renyi entropies this sum tends to −∞ when dpdx→ +∞,

in the case of Tsallis entropy it is negative but remains finite

and equals to −1/(α− 1). This fact makes the Tsallis entropy

more attractive for formulations of uncertainty relations be-

cause only with it one gets the sum of entropies limited in the

sense mentioned above. One can then renormalize the respec-

tive probability counting and obtain H
(p)
α + H

(x)
β > 0 for all

phase-space areas dxdp. All these is connected with the fact

that, when the size of an object dpdx is bigger than the cell

dimension h, it can be found in many cells at the same time,

i.e., events are not mutually exclusive as in the case of standard

entropy counting.

[1] I. Bia lynicki-Birula, Phys. Lett. A 103, 253 (1984).

[2] Phys. Rev. A 74, 052101 (2006).

Interplay between chaos and external noise in an
extended system: Intrinsic stochastic resonant
phenomena.

H.S. Wio, J.A. Revelli and M.A. Rodriguez

Instituto de F́ısica de Cantabria, Universidad de Cantabria and

CSIC, Santander, Spain.

Through the analysis of the Lorenz’96 model [1], we have
investigated the effect of noise on an extended chaotic system.
Such a system is described by

ẋj(t) = −xj−1(xj−2 − xj+1)− xj + F ; j = 1, 2, 3, . . . , N,

and in order to simulate a scalar meteorological quantity ex-

tended around a latitude circle, we consider periodic boundary

conditions: x0 = xN ;x−1 = xN−1. To take into account ex-

ternal fluctuations we assume that F has two parts, a constant

and a random one Fj(t) = F0 +Ψj(t), with Ψj(t) a dichotomic

process.

Such a system is a kind of toy model used for climate stud-

ies, that has been heuristically formulated as the simplest way

to take into account certain properties of global atmospheric

models. The terms included in the equation are intended to

simulate advection, dissipation and forcing respectively. In

contrast with other toy models used in the analysis of ex-

tended chaotic systems and based on coupled map lattices,

the Lorenz’96 system exhibits extended chaos (F > 9/8), with

a spatial structure in the form of moving waves.

The numerical analysis of system’s time evolution and its time

and space correlations gave us strong evidence for two stochas-

tic resonance-like behavior [2]. Such behaviour are seen when

two forms of the signal-to-noise ratio function, the usual and

a generalized one, are depicted as a function of both, the ex-

ternal noise intensity or the system size. It arises without sub-

mitting the system to an external signal –similarly to the case

of internal-signal-SR [3]– as a response to a system’s internal

periodic behaviour. The underlying novel mechanism seems to

be associated to a noise-induced chaos reduction instead of the

usual reinforcement of the peak high respect to the noisy back-

ground. We have also analyzed the response and competition

in case of having an external driving. The possible relevance

of these and other findings for an optimal climate prediction

are also discussed [4].

[1] E.N. Lorenz, The essence of chaos (U.Washington Press,

Washington, 1996);

E.N. Lorenz and K.A. Emanuel, J. Atmosph. Sci. 55, 399
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Rev. Mod. Phys. 70, 223 (1998).
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[4] J.A. Revelli, M.A. Rodriguez and H.S. Wio, Physica A 387,
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PCA and wavelet PCA analyse of packet switch-
ing network traffic.

S. Xie1, A.T. Lawniczak1 and P. Lio2

1Department of Mathematics and Statistics, University of Guelph,

Canada.
2The Computer Laboratory, University of Cambridge, UK.

The dominant technology of data communication networks is

Packet Switching Network (PSN). Packet traffic data of PSN

networks show complexity often difficult to be analyzed by

standard techniques. We apply novel technique that com-

bines wavelets (e.g., [1,2]) with principal component analysis

(PCA) (e.g., [3,4]) method to analyse packet traffic data of

PSN model. Our PSN model (see [5] for details) is an ab-

straction of the Network Layer of the ISO OSI Seven Layer

Reference Model. In our model we consider two different dy-

namic routing cost metrics (i.e., when the costs of transmission

of packets from one router to another incorporate the informa-

tion about how congested the routers are) and static routing

(i.e., when the cost of transmission of packets from one router

to another is constant over time). We focus our analysis on

mean treatment effects for various factors, i.e. the pairs (rout-

ing cost metric, source load value), when the response met-

ric is a network performance indicator “number of packets in

transit”, NPT. The NPT is an important aggregate measure

of network performance because it provides information about

the packet traffic level and if the network is congested or not.

We focus our study on source loads near phase transition point

from free flow to congested states of a PSN model where the

transmission efficiency is the highest.

We apply fixed effect functional ANOVA (Analysis of Vari-

ance) framework, in which the mean treatment effects are de-

terministic time dependent functions that are estimated from

the calculated mean treatment effects. Our results show that

there are significant differences among mean treatment effects

for different PSN model setups, i.e. factors. To uncover the
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main features of the behaviors of these functional mean treat-

ment effects we apply denoising procedures and reconstruct

these signals from the wavelet decompositions. We present re-

sults of the application of the multi-scale PCA for different PC

selection rules that are used for constructing the final signal.

We obtain the best results when only fewer PC in the details

are retained, i.e. where only first PC of approximation and the

first component of the final PCA after wavelet reconstruction

are retained. In this case, the total variation explained by the

retained PC is almost identical to the variations of the other

two cases.

Our study shows that the applied wavelet method is useful

for de-noising the signals and in particular, it becomes a clas-

sifier when combined with principal component analysis. As

wavelet PCA it is able to separate the features contributed

by edge cost function from those contributed by source load.

Thus, multi-scale PCA, a non-parametric method, is able to

detect the dynamical behavior of mean treatment effect and is

useful in classification of data traffic coming from different PSN

model setups. The regression method is useful for picking up

the main pattern of each mean treatment effect, in particular,

in the congested states of PSN model.
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Complex duffing system driven by Gaussian
colored noise.

Y. Xu and H.Q. Zhang

Department of Applied Mathematics, Northwestern Polytechnical

University, Xi’an, Shaanxi, P.R. China.

This paper is to study complex Duffing system of the form

z̈ + w2
0z + ε2żf(z, z̄, ż, ˙̄z) = αu(t)

where z(t) = x(t) + iy(t) is a complex function(i =
√
−1), the

bar denotes the complex conjugate, α = (1 + i)ε is a complex

parameter, the frequency w2
0 and ε are positive constant and

small parameter, f is non-linear analytical function of its ar-

guments, u(t) is an exponentially correlated Gaussian colored

noise of vanishing mean.

The Duffing oscillator has attracted many peoples’ attention,

and it’s an important different equation with often appear-

ance in many physical, engineering and biological fields [1].

The method of stochastic averaging [2] is first proposed by

Stratonovich to analyze certain classes of random differen-

tial equations. We have used standard stochastic averag-

ing in our previous work [3,4]. Another version of stochas-

tic averaging is based on a perturbation theoretic approach

to the Fokker-Planck-Kolmogorov equation [5]. By choosing

f(z, z̄, ż, ˙̄z) = zz̄ − 1, Eq (1) becomes

z̈ + w2
0z + ε2(zz̄ − 1)ż = ε(1 + i)u(t) .

The process u(t) is an Markovian process driven by Gaussian

white noise Γ(t). We aims to seek the transition probability

density function in terms of a perturbation expansion of the

parameter. And then the method of stochastic averaging and

the method of characteristics is used to derive Fokker-Planck

equation for the transition probability density function up to

order ε0. The result is identical to what was derived from

the Stratonovich-Khasminskii theorem for the model under

a broad-band excitation. Furthermore, the exact stationary

probability density function is obtained.
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Evaluation of pedodiversity in terms of general-
ized entropy.

T. Yabuki, Y. Matsumura, and Y. Nakatani
Rakuno Gakuen University, Japan.

Generalized entropy has been widely used as a useful index

of various diversities such as biodiversity and geodiversity. In

this work we have evaluated the diversity of soil, that is the

pedodiversity which is one of geodiversity, in terms of the gen-

eralized entropy.

Pedodiversity is closely related to biodiversity, on the other

hand, pedodiversity might determine land use. In this work,

we have proposed diversity indexes by which we can evalu-

ate the pedodiversity in the composition distribution and the

spatial distribution in terms of generalized entropy, both objec-

tively and quantitatively. We have calculated pedodiversities

in various regions of Hokkaido, Japan. In this work, we have

developed the following formula:

YA =

−
n∑

k=1

pk log pk

logn
.

Where n and pk are defined as follows.

1. In the case of the pedodiversity in the composition distri-
bution, n represents the number of types of soils, and pk

is defined as the area ratio of kth soil to the total area of
region A. In this case, pedodiversity YA indicates diver-
sity in components making up soil composition in each
region.

2. In the case of the pedodiversity in the spatial distribu-
tion, n represents the number of spatial meshes, and pk is
defined as the area ratio of kth spatial mesh to the total
area of soil A. In this case, pedodiversity YA indicates
diversity in spatial locations of each soil.
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It can be inferred that the higher a value of pedodiversity in

the spatial distribution is, the higher a value of the diversity

of land use in the spatial distribution becomes, and a network

between small elements of land use, such as farms of various

crops, can be realized. This network is expected to make some

significant circulation in various industries.

In order to ascertain the above conjecture in which the correla-

tion between diversity of soil and land use is supposed, we also

used the relative entropy based on the information theory, and

we have evaluated its correlation quantitatively in each region.

The formula is as follows.

I(A,B) = S(A) + S(B)− S(A,B),

r(A,B) =
1

2
I(A,B)

(
1

S(A)
+

1

S(B)

)
,

where A and B represent the soil and land use respectively,

and S(A) and S(B) represent the entropy of the distribution

of soil and land use respectively, S(A,B) is the entropy of the

simultaneous distribution of soil and land use, I(A,B) is the

relative entropy between soil and land use and r(A,B) repre-

sents the index of correlation between soil and land use. We

have calculated in various regions of Hokkaido and Kyushu,

Japan. We would like to show our calculation results in our

presentation.

We believe the index r(A,B) can be useful in evaluating suit-

able crops for land in the future.
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q-Gaussian critics of the transient current through
Al-PMMA-Al thin films.

G. Yalçın1, Y. Skarlatos2 and K. Gediz Akdeniz1

1Istanbul University, Department of Physics, Istanbul, Turkey.
2Bogazici University, Department of Physics, Istanbul, Turkey.

Recently, Hacinliyan, Skarlatos, Yıldırım and Şahin ana-

lyzed the chaotic behavior of the transient current through

aluminum-polymetylmethacrylate- aluminum (referred to as

Al-PMMA-Al in this work) thin films for times ranging up to

30000s, in the temperature range 293-363K for applied volt-

ages in the range 10-80V [1]. In Ref. [1] they also reported

that the time series analysis reveals a positive Lyapunov expo-

nent consistently and reproducibly throughout this range and

concluded that the positive Lyapunov exponent show parallel

behaviours as a function of applied electric field.

In this work we analyse the q-Gaussian curves [2] of the tran-

sient current through thin film Al-PMMA-Al (a polymer with

the formula ([−CH2 − (CH3)C(COOCH3)−]n ) data sets at

22oC and 40oC under an applied voltage of 10V, measured at

10s intervals as given in Ref. [1]. We have fitted the temper-

ature dependence of the q-Gaussian curve characteristics and

discussed the validity of a central limit theorem for the thermal

behaviour of Al-PMMA-Al [3]. We also have tried to interpret

the relations between the q-Gaussian curve characteristics and

the mechanism of thermal behavior of Al-PMMA-Al.
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Analysis of chaotic dynamical system by extended
ensemble Monte Carlo.

T. Yanagita1 and Y. Iba2

1Research Institute for Electronic Science, Hokkaido University,

Sapporo, Japan.
2The Institute of Statistical Mathematics, Tokyo, Japan.

Chaotic dynamics has very complex structures in phase space.

Invariant manifolds, fixed points, periodic orbits and their

basin structures are examples of them. It is difficult to capture

these global structures by usual time evolution method of dy-

namical system because most of them are unstable and some of

them are very rare. To analyze these structures, we will intro-

duce Markov Chain Monte Carlo (MCMC) as an anatomical

tool for nonlinear dynamical systems, especially for chaotic dy-

namics.

Monte Carlo methods are very important in computational

physics, physical chemistry, and related applied fields, and

have diverse applications. In statistical mechanics, sampling of

microscopic states from Gibbs distributions is used to calculate

physical quantities [1]. A microscopic state is corresponding

to a spin configuration for Ising model. Instead, we consider

initial condition of dynamical system as microscopic state, and

extract trajectories that have “atypical” property by MCMC.

Because a finite precision number is represented by a bit se-

quence in computer, a initial condition can be considered as a

product of spin configuration and the change of it corresponds

to spin flip. Thus, the initial conditions, which have atypical

property can be sampled in the same way as spin configura-

tions sampled from canonical ensemble.

In order to find such initial conditions, which satisfy a given

atypical property, we have to construct an “energy” function.

For example, the energy function of initial condition for peri-

odic orbit can be constructed by the following fact. The orbit

starting from a state in phase space returns to the original

state after some time evolution, i.e., period, if the state ini-

tially ocates on a periodic orbit. Then, the energy will have

to satisfy the following condition; it will have minima if the

state backs to the initial state after some time evolution. Us-

ing this constructed energy, we can extract the sets of points

in phase space that approximately stand on periodic orbits

whether they are stable or not.

Sensitive dependence on initial conditions in chaotic dynam-

ical system may leads to highly multimodal energy function.

For the rugged energy landscape, we need the way to facili-

tate mixing of Markov chain. The use of methods known as

Extended Ensemble MCMCs is quite effective for speeding up

the convergence of MCMC in multimodal problems arising in



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 129

our applications [3,4]. Here, we have used Metropolis method

[2], and adopt parallel tempering so as to avoid capturing the

local minima of energy landscape.

The implementation of the method is easier than other meth-

ods, e.g., sample from orbits. The several examples of finding a

set of “special” initial conditions will be shown. We will show

the following examples: unstable periodic orbit of Lorenz sys-

tem, stable manifold of unstable fixed point of chaotic pendu-

lum. Furthermore, extension of sampling to parameter space

enables us to investigate bifurcation structures of nonlinear dy-

namical systems. When we use product of initial conditions

and parameter as a state space, global bifurcation structures

can be revealed by MCMC. It is also shown that rare event

and its statistics for chaotic saddle.
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Thermal conductivity of a classical one dimen-
sional spin-phonon system.

X. Zotos1, A.V. Savin2 and G.P. Tsironis1

1Department of Physics, University of Crete and Foundation for

Research and Technology-Hellas, Heraklion, Greece.
2Institute of Chemical Physics RAS, Moscow, Russia.

Motivated by recent experimental and theoretical interest on

a magnetic mode heat transport [1], we present results related

to the thermal conductivity of a classical spin chain as well

as a spin chain coupled to phonons. For the pure spin chain

we employ the Green-Kubo approach using both Monte Carlo

and Langevin simulations as well as direct numerical determi-

nation of the microscopic heat transfer processes. All three

approaches show that the magnetic heat conductivity is nor-

mal [2,3] at all finite temperatures and magnetic fields. In fer-

romagnets, heat conduction grows linearly with the magnetic

field while in antiferromagnets this holds only at high fields.

At smaller fields, a quadratic decay of heat conduction, leading

to a minimum value, provides a distinct nonlinear manifesta-

tion of spin mode propagation resonant suppression[3].

In the case of coupled spin-phonon chains we use a one di-

mensional lattice of atoms carrying classical spins and coupled

vibrationally [4]. The spin degrees of freedom interact via a

classical Heisenberg interaction while the vibrational degrees

of freedom are coupled through nearest-neighbor linear as well

as nonlinear forces. The thermal conductivity in spin-phonon

systems has both a phononic as well as a magnetic contribu-

tion.

We use extensive numerical simulations to evaluate the mag-

netic and phononic thermal current correlation functions as

well as the combined thermal conductivity coefficient. We em-

ploy two distinct numerical approaches; the first is based on

the linear response theory and proceeds through evaluation of

the energy current correlation function using the Green-Kubo

formula. The second is through simulation of stochastic baths

and subsequent direct numerical evaluation of the magnetic

and phononic heat current. We find anomalous thermal con-

ductivity when the spins are coupled to an harmonic acoustic

phonon chain. However, when the harmonic phonon chain

contains additionally an optical mode, we find that the ther-

mal conductivity is normal for a certain regime of on-site force

parameters while it becomes anomalous when the on-site fre-

quency becomes larger than a certain value. Coupling thus

to an harmonic system with an optical mode provides a case

of tunable conductivity that switches from being diffusive to

ballistic as a function of structural model parameters or tem-

perature. When the spins are coupled to anharmonic chains we

find anomalous conductivity when the phonon chain is acous-

tic, such as for instance in the Fermi-Past-Ulam case, or normal

when the nonlinearity is of optic type. For the cases analyzed

we provide quantitative information on the exponent charac-

terizing the power law decay of the energy current correlation

function and determine size and temperature dependencies of

the conductivity coefficient. Finally, we also address the de-

pendence of thermal conductivity of spin-phonon chains on an

externally applied magnetic field and find that in the harmonic

case it generally increases with the field.
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Simulations of environmental spatial data using
Ising and Potts models.

M. Zukovi and D.T. Hristopulos

Department of Mineral Resources Engineering Technical Univer-

sity of Crete, Chania, Greece.

We employ the Ising [1] and Potts models [2] to represent the

spatial dependence in environmental data sets, and to gener-

ate simulations conditioned on samples of limited coverage or

resolution. The approach is based on discretizing the original

environmental variable into a finite number of levels, thus con-

verting it to a “spin” representation. The spatial dependence

between the “spins” is imposed in the form of short-range in-

teractions. The conditional simulations of the “spin system”

are forced to respect the sample values locally and the first-

order statistics globally. The second constraint is enforced by

minimiz- ing a cost function that describes the deviation be-

tween normalized correlation energies of the simulated and the

sample distributions. In the method based on the q-state Potts

model, each sample point is assigned one of q levels. All the

lattice points are involved in the simulation and their levels

are assigned simultaneously. In the Ising model approach, a

hierarchical scheme is used: the discretization at each stage

is binomial (i.e., ±1). The discretization is performed sequen-

tially, with respect to a predefined set of levels. The simulation

results at one level propagate to the higher levels, leading to

a hierarchical estimation of the levels at the prediction points.

We compare the two approaches in terms of their ability to

reproduce the target statistics (e.g., the histogram and the

variogram of the sample distibution), to predict data at un-

sampled locations, as well as in terms of their computational
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complexity. The proposed models are capable of integrating

various data and scales, without any assumptions about the

probability distribution. Hence, they are suitable for modeling

non-Gaussian data, which often arise in environmental appli-

cations. We apply the models to a real-world environmental

data set, compare the results, and discuss the impact of some

relevant parameters, such as the domain size, the number of

discrete levels, and the initial conditions used in the simula-

tion.

This research project has been supported by a Marie Curie

TOK Fellowship of the Eu- ropean Community’s 6th Frame-

work Programme under contract no. MTKD-CT-2004-

014135.
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Why square root? Statistical physics and voting
in European Union.

K. Zyczkowski and W. S lomczyński
Institute of Physics, Jagiellonian University and Center for

Theoretical Physics, Polish Academy of Sciences.

We review statistical theory of indirect voting and the

Penrose-Banzhaf power index, used to quantify an a priori vot-

ing power. According to the classical work of L. Penrose the

voting power of a member of a voting body of size N decreases

as N−1/2. This law implies that the voting weights attributed

to each member state for voting in the Council of the Euro-

pean Union should scale as N1/2.

The voting power of each state depends also on the quota for

the qualified majority. We show existence of a critical quota

(equal to 61.4% for EU-27), for which the voting power of a

single citizen in each member state of EU is equal. Combing-

ing square root weights of Penrose with the proposed formula

for the majority quota allows us to construct an objective,

effective and easily expandable system of voting for the EU

Council.

Making use of a statistical approach we consider a model union

consisting of M member states with population drawn ran-

domly. Assuming that the distribution of population is uni-

form in the simplex of M–point probability distributions we

derive the formula for the optimal quota, Ropt = 1
2

+ 1√
πM

.

In the large union limit M → ∞, the optimal quota tends to

50%.
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Aybar Ö, 47
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Šuvakov M., 110
Suyari H., 101, 109
Svinarenko A.A., 44



ΣΦ 2008 International Conference in ΣTATIΣTIKH ΦYΣIKH 135

Swamy P.N., 64, 101
Syska J., 89
Szilagyi P.G., 109
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